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Preface

As long | can remember, | have been fascinated by anythinglthees, flies, or floats. This
fascination and my desire to know ‘how things work’ enco@ggne to take up a career
in technology and study mechanical engineering. After lliimg my studies, | thought
had left university for good and joined the Netherlands @iggtion for Applied Scientific
Research TNO. During my first year at TNO, several projectadwanced driver assistance
systems, as well as the plans for the construction of the MéabHoratory, encouraged me
to investigate this research area in more depth. This esbuitthe formulation of a Ph.D.
project, and by 2003 | was back at university again for a feywsdaweek. Some years
later | can look back at a turbulent experience, which allbwe to work at the forefront of
technology and to learn a great deal on many topics, not ifetig place in personal areas.

Besides moments of euphoria, every Ph.D. project has fallpiand disappointments.
Nevertheless, | could always count on my supervisors, whtivated me to explore new
ideas in this exiting field of research. | am therefore esgilyayrateful to Michel Verhaegen
and Bart De Schutter at the Delft Center for Systems and 6b{@RCSC) of Delft Univer-
sity of Technology, and Jeroen Ploeg at TNO Science and tndwso have supervised the
work in this thesis. | have always been impressed with thenngy of Bart's comments on
my manuscripts, and | could not think of a better and more citechsupervisor. On the
practical side of my research, Jeroen played an importémimrananaging the never-ending
troubles of practical demonstrator vehicles and actingssuading board on the practical
application of theoretical research. His perseveranceiting things done has contributed
significantly to the results in this thesis. Bart and Jerdieaink you so much for your help
and support over the past years! | also would like to thanlother members of the Ph.D.
examination committee for their time and effort in reviegithe manuscript.

Furthermore, | am grateful to Leo Kusters for his help inisgtup the initial project
proposal. Itwas his vision that led to the construction ef¥eHIL laboratory, and he played
an important role in obtaining the financial support from Thi@ TRAIL Research School.
| would also like to thank Ben Jansen, Marjolein Baart, and<JRuijgrok of TNO Traffic
and Transport for their confidence in my proposal. Furtheentbe financial support of the
European 6th Framework Network of Excellence ‘HYCON'’ and ffransport Research
Centre Delft of Delft University of Technology is gratefyticknowledged.

Many colleagues at the Integrated Safety department of TlNBdlmond have con-
tributed to this thesis in one way or the other through theliaboration in research projects.
I would especially like to thank Rob van de Pijpekamp, Bati&spers, Chris Huijboom,
Edwin Stierman, Zoltan Papp, Martijn Koopman, and PietdnuBgser for their support in
several VeHIL projects. Furthermore, Joris Coolen, Fredd@beke, and Ton Ratten took
care of the instrumentation, preparation, and maintenahpeototype vehicles that were
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used as demonstrators in the case studies. Stefanie Byifdseis Leneman, Dirk Verburg,
Marcel Wantenaar, and Walter Renes, amongst others, wapensible for the continuous
improvement of the simulation environment PreScan andldpireg some of the simula-
tion models that were implemented in the simulation workhig thesis. Ineke Glaser of
the TNO Information Services department has been very hlelgth collecting literature.

The case studies in this thesis have been carried out in motigm with other TNO
projects, such as the AV3 project, in which Kamel Labibesyl Bemmen, Johan van den
Heuvel, Wannes van der Mark, and Christiaan Lievers camgibto the results of Chapter
8. Similarly, the test results of the cooperative adaptigse control system, presented
in Chapter 7, were carried out within the framework of the TSOMMITS program,
for which Falke Hendriks and Friedes Lameris supported #dIV experiments and test
drives. Together with Sven Jansen, Dehlia Willemsen, Mafiners, and Hans-Matrtin
Duringhof, | also participated in the PReVENT subprojectSPENCE. | would like to
thank all project partners and especially Andrea SarolminfiCentro Ricerche FIAT for
their collaboration in this European project, which cdmited to the results of Chapter 6.

I would also like to thank Minoo Shah of Delphi Corporatiordazo-workers for the
pleasant collaboration in the VeHIL pre-crash testing gebpnd writing a joint paper on
the topic. The release for publication of the test result$ \&idriver warning system by
DAF is also acknowledged.

During the summer of 2004 | stayed at the California PATH paogas a visiting scholar
to collaborate on research on advanced driver assistastensy, fault management, and
related research topics. |1 would like to thank Jim Misenehis help in arranging this visit,
and Steve Shladover, Xiao-Yun Lu, Delphine Cody, and Swenigufar their collaboration
during that period. The financial support through a Travedr®ifrom the Netherlands
Organisation for Scientific Research NWO is greatly aprtedi.

I am grateful to all the students whom | had the chance to sigeeduring their in-
ternship and or Masters thesis at TNO: Freek LiefhebbemBad Haan, Arnoud van den
Dobbelsteen, Wei Huang, and Robin van Tongeren. Their wodk@aactical assistance
provided a substantial contribution to this thesis.

The fellow Ph.D. students and the secretaries at the DCS&rtegnt have always made
the research work go easier. | could always turn to them fgg be formalities, ATEX,
MATLAB, English writing style, and other topics. | am especiallatgful to Redouane
Hallouzi for his collaboration on fault management reskeawhich contributed to Chapter
3, writing a joint paper, supervising students, and calipgdb Delft for many years.

Furthermore, | am fortunate to be surrounded by so many gnedds. Several of
them, especially Wessel and my fellow Ph.D. students anangafs Matthijs and Rutger
took the effort of reviewing the manuscript and providing-ofrthe-box suggestions on my
research. During these years we also kept ourselves mutualivated on our research,
but also made sure that we had the necessary distractioritirom

My parents Peter and Ylva have always been there for me anddpime with the
skills to succeed in my academic achievements, which c@tadhin this thesis. Finally,
there are not enough words to thank Hester for her endlesslog support. During many
evenings, weekends, and holidays over the past years ste helohquish a lot of our time
together. She always stood by me with happy and motivatinglsy@nd | thank her for that
with all my heart. | look forward to our journey together inaye to come.

Olaf Gietelink
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Chapter 1

Introduction

This thesis starts in Sections 1.1 and 1.2 with an overviesoofetal problems and techno-
logical solutions in the field of road traffic. The problemrfarlation is derived in Section
1.3. Section 1.4 defines the thesis objectives and Sectigorésents the outline of this the-
sis. Finally, Sections 1.6 and 1.7 summarize the contobstand publications that resulted
from this thesis.

1.1 The cost of road traffic to society

Since its introduction over a century ago, the automobike drzabled individual mobility
for an ever growing part of humankind. The passenger carigeevmulti-purpose flexible
transportation, and plays an important economic, soama caltural role in human society.
Unfortunately, motorized traffic also has several adveffeets on society:

e Accessibility With the dramatic increase of cars on the road since the < 96dffic
congestion is an ever growing problem. Within the past 25gdaaffic congestion
has increased by almost 1000 %, as illustrated in FigureNloLonly are traffic jams
a source of driver discomfort, they are also responsiblanfoeased fuel consumption
and lost productivity. A recent study by the European Corsiois[49] shows that
these external costs of traffic congestion will increase % df the gross domestic
product (GDP) of the European Union (EU) by 2010.

e Sustainability According to the World Health Organization, road traffichie main
source of urban air pollution and accounts for more than aratgr of greenhouse
gas emissions [42]. It therefore has a significant effecthennatural environment,
not only on a local scale (smog), but also globally (climdtargge). In addition, air
pollution has major implications for public health. Theeaxxtal costs in terms of air
pollution, fuel consumption, climate change, noise p@lut and landscape effects
are estimated at 6 % of the EU GDP.

e Safety The human cost of road traffic is also increasing. Anothahysby the World
Health Organization shows that worldwide, an estimatedrillibn people are killed
in road accidents every year and as many as 50 million areeij{187]. These
figures are expected to increase by about 65 % over the nex®8.yThroughout the

1
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Figure 1.1: Indexed trends in mobility [108], traffic condgies [224], greenhouse gas emis-
sions [155], and\N Oy air pollution [49] for the EU. Future estimated trends aresalshown.
The trend for other hazardous exhaust emissions is simolérat forNOy.

world, road safety is thus one of the largest public healtheés, but has not yet been
fully recognized as such. The external costs amount to 5 ¥eo&IDP, and the global

cost is over US$ 500 billion, even without attaching a cogtdpchological stress and
suffering experienced by survivors and their families.

Accidents are an important source of traffic jams [224], aind versa, traffic congestion
increases the accident risk [203]. Congestion also agtgser pollution [211], such that
a joint solution to the above-mentioned problems is adWsabigure 1.1 shows that these
problems will continue to grow, unless there is new commithte prevention. Government
policies, e.g, by the European Commission [49], are therefore directathptementing
stringent regulations and supporting research and deredopprograms. The EU goals are
to halve the number of accidents by 2010 [50], cut back hamer@émissions [53], reduce
global warming related C9emissions from passenger cars [54], and reduce congestion i
order to retain economic competitiveness [50].

Examples of policy measures for fighting congestion arditraianagement systems
and road tolling. Emission standardsd, the European Euro |-V standards) define limits
on exhaust emissions, and have been quite successful iningchazardous emissions, as
shown in Figure 1.1. However, G@missions are likely to increase by 2 % per year due to
the large increase in road traffic.

Although the total number of vehicle accidents is risinggufe 1.2 shows that the rel-
ative level of vehicle safety, expressed per distance legdyéas improved. This increase
in passenger safety is primarily due to advancgsissive safetysuch as increased crash-
worthiness and the introduction of seat belts and airbagfortiinately, many possibilities
for improvement in passive safety have now been exhaustedha safety potential seems
to have flattened out. Advanced technology is expected togiamportant role in further
alleviating the societal problems of road traffic.
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400%
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Figure 1.2: Total number of road accidents and fatalities joeal distance traveled, indexed
on 1965 data for the EU [108]. In addition, the graph shows wipassive safety systems
(which reduce fatalities in case of an accident) and actafety systems (which assist in
avoiding an accident) have first been introduced (or are etgukto be introduced) to the

market, as well as the expected safety potential of thesensg$89, 118, 274].

1.2 Advance of intelligent transportation systems

Due to advances in micro-electronics, there is an incrgasémd in the automotive industry
to integrate sensors, actuators, microcomputers, anthiafiton processing for the engine,
drivetrain, suspension, and brake systems. The first stetiis direction were digitally
controlled combustion engines and cruise control systertte 1970s. This was paralleled
by the development of electronic braking and advanced leehandling functions in order
to increase vehicle safety by meansacfive safetyas shown in the historical overview by
Isermanret al. [115]. Theseadriver assistance systemsuch as anti-lock braking system
(ABS), traction control system, brake assist, and eledatretability control (ESC), offer
possibilities for improving traffic safety by assisting trver in his driving task. Especially
the mass introduction of ABS [26] and ESC [151] have conteduo the steady decrease
in the relative number of road fatalities in the 1990s, aswhio Figure 1.2.

In addition, several active front steering systems and évenwheel steering are be-
ing introduced to improve lateral vehicle stability. Fletmore, active roll stabilization and
(semi-)active suspension systems have been implementethicies to resolve the conflict
between driver comfort and vehicle handling [111]. To eiylee full potential of control-
ling longitudinal, lateral, and vertical vehicle dynamitisere is a clear need towards the
use of drive-by-wire technology for vehicle actuators,tsas electronic throttle control,
electromechanical braking, electronic transmissionradrend steer-by-wire [115].

For further improvement in accessibility, sustainabjland safety, there is also a huge
potential within the field ofintelligent transportation system#TS). ITS is a collective
term that covers technology supported services for ppéits in the traffic system, such
as pedestrians, drivers, fleet managers, road authosgtidspublic transport operators. ITS
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incorporates a wide range of commercialg, logistics systems, electronic toll collection)
and public é.g, traffic control, public transport systems) services usirffgrmation and
communication technology. It also covaadvanced driver assistance systefA®ASS),
which have the potential to significantly reduce the numiner severity of road accidents.
An ADAS is defined as a vehicle control system that uses enmient sensors to improve
driving comfort and/or traffic safety by assisting the driwerecognizing and reacting to
potentially dangerous traffic situations.

Research into these intelligent vehicle systems has bé&ted by car manufacturers,
research organizations, and government-industry pattips in the 1980s, most notably
in Europe within the PROMETHEUS project [263] and subsetjizmopean Framework
Programmes; in the USA within the California PATH (PartnfensAdvanced Transit and
Highway) program [214] and the Intelligent Vehicle Initiat [94]; and in Japan within the
Advanced Safety Vehicle program [164]. As a result of thesearch programs, most car
manufacturers currently have a wide range of intelligehiale systems on the market that
intend to increase driving comfort and traffic safety. Feyar3 provides an illustration of
some of the systems that are currently available to custworéhat are under development.
As reviewed in more detail by Shladover [216], Tsugawa [2441d Bishop [18], these
systems can be categorized according to the hierarchigslef the driving task:

e Driver information systemaim to support the driver on trstrategic levebf the driv-
ing task. Although the driver remains in full control, hisusition awareness can be
increased by additional information [249]. Examples areaaded route navigation,
traffic sign recognition, night vision, and adaptive ligbntrol.

e Driver warning systemsupport the driver on thenaneuverindevel of the driving
task and actively warn the driver of a potential danger. Theed can then take
appropriate actions in order to mitigate or completely dviie dangerous event.
Examples are parking assistant, lane departure warningfass blind spot warn-
ing, intersection collision warning, driver drowsinessmiag, and forward collision
warning systems [176].
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Figure 1.4: Integrated safety encompasses both active asdipe safety systems that co-
operate in the time interval directly before, during, aneedily after an incident.

e Intervening systemgrovide active support to the driver on thentrol level of the
driving task. These systems are able to take over longitlidinlateral control of
the vehicle and perform parts of the driving task automéicauch as lane keeping
[116], intelligent speed adaptation [30], and adaptivésergontrol (ACC) [265].

Integrated passive and active safety syst@mhkide all systems (including some of
the above) that work towards vehicle safety in a cooperatiganer [62], as illus-
trated in Figure 1.4. During normal driving the driver isdnfned about the traffic
environment and any potential danger. If there is no drieaction to this informa-
tion, a warning may be issued to indicate the need for cameateasures. As the
time to collision decreases to several seconds, systemaatiagly assist in avoiding
the collision. In addition to conventional passive safgistems that are activatelr-
ing the crash, the crash severity can be mitigated by deplogfagysmeasuresefore
the actual collision occurs. For example, autonomous eemesgbraking during the
last second before the collision can reduce the impact spgtbeér examples of these
pre-crash systemare seat belt pre-tensioners (at 500 ms) [240] and optiroizaf
the airbag deployment (at 10 ms) [166]. After an incidentesgency response ser-
vices may also be alerted through an automatic emergencsysté¢ém (eCall) [256].

Fully automated systenase the next step beyond driver assistance, and operate with
out a human driver in the control loop. Automated highwayteys use fully au-
tomated passenger cars that drive autonomously on deditzates, and have been

a topic of intense research, most notably by the Califor#i@HPprogram [215].
Automated highway systems are expected to significantlefitetnaffic safety and
throughput [212], but are currently not considered for stemm introduction [219].

As human error is a contributing factor in more than 90 % ofaaltidents [243], it is
likely that ADASs have great potential for reducing the nambf traffic accidents. Ac-
cording to several survey®.g, [89, 118, 274] and the references therein), ADASs may
even prevent up to 40 % of traffic accidents, depending onythe of ADAS, the accident
scenario, and the traffic environment. Apart from an incedadraffic safety and driving
comfort, it is expected that ADASs will also reduce traffimgestion [22], exhaust gas
emissions [109], and CQemissions [213]. On the other hand, a few studies have shown
that some ADASs only have a limited, or even negative, effectraffic safety or traffic
flow [247, 279]. It seems that the penetration level, as welhe implementation policy,
are determining factors for the impact of ADASs on road sedeid traffic efficiency [47].
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1.3 Problem formulation

Despite potential benefits for accessibility, sustairgbiand safety, the current market
penetration of ADASS is limited [93]. Main challenges inghéspect are liability exposure
[260], regulatory issues [246], the cost-benefit ratio [5d customer acceptance [16].
This relates to several problems faced by manufacturetein¢velopment of ADASS.

Problem 1: Lack of quantitative requirements and evaluatim criteria

Field-operational tests have shown that customers will antept a system that intervenes
in their driving task if automatic control functiong.f, automatic braking) offer supe-
rior performance and blend in naturally with their own dnigibehavior [58]. Moreover,
drivers will expect an ADAS to meet stringent requiremertgardingdependabilitywhich

is defined as the trustworthiness ofafety-criticalcomputer system to deliver the desired
performance in spite of operating conditions, disturbanead failure modes [141]. The
demand for dependability naturally increases with indrepautomation of the vehicle’s
driving task, since the driver must be able to fully dependr@nADAS. Failure of an au-
tomatic safety system simply cannot be tolerated, automatic deployment of a pre-crash
belt pre-tensioner should be executed if, and only if, alcie$mminent and unavoidable.
However, it is often difficult to define quantitative requirents for performance and de-
pendability, since there are currently no specific starslBrdADASSs available. An ADAS
is therefore often designed ‘as well as possible’, and aitgtige assessment is carried out
to judge whether the system is ‘good’ enough to be introdacetthe market.

Problem 2: Increasing complexity of the system and its envsnment

An associated problem is that dependability is difficult tcagantee with the increasing
complexity of automatic vehicle control systems. Todaytveare and electronics account
for up to 40% of the total development costs of a passengdil®&i. This figure is ex-
pected to rise even further, as the increasing trend tovarsnatic safety systems implies
a growing number of sensors, actuators, and control sysiepliemented in embedded
systems. In addition, the integration of several ADASs draihteraction with other ve-
hicle control systems creates ever mooenplexsystems. A system is said to be complex
when the level of interactions reaches the point where thenat be thoroughly planned,
understood, anticipated, and guarded against [147].

The interaction with a human driver introduces even morepierity, since, unlike a
skilled pilot in an aircraft, a driver has not been trainedit® an ADAS and can behave
unpredictably to warnings or automatic intervention. Bravwill also differ considerably
in reaction time and skill in operating the system. This phitgh demands on the control
system and how it communicates with the driver in an unobteusay. Furthermore, the
interaction with other road users in the traffic environmahds yet another level of com-
plexity to the design of these systems. All these interastimay introduce unforeseen
situations, which further complicates the design of the ADA

Problem 3: Challenges in robust and fault-tolerant control

The complex system design must be able to handle all kindsstfrbances, environmen-
tal conditions, and other operating conditions. The cdlarenust therefore be extremely
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robust against these perturbations. Furthermore, faults mayrdocsensors, actuators,
communication systems, and computer hardware and softwhieh may degrade the sys-
tem dependability. One aspect that contributes to depélitgab fault-tolerantbehavior,
i.e., to maintain operational behavior in spite of faults [11&3lvanced fault-tolerant control
techniques for sensor and actuator systems have alreadyappéed in the aerospace in-
dustry for years [182], but are relatively new to the field ofaamotive mechatronic systems
[115]. Fault-tolerant control in the unstructured envirent of an automobile, subjected to
a complex set of disturbances and failure modes, is thex@fahallenging issue.

Problem 4: Difficulties in the validation of complex systems

In order to show that an ADAS exhibits adequate performarittehigh dependabilityyal-
idation of a safety-critical control system is meant to determinethbr disturbances and
faults are handled correctly. Therefore, the ADAS must Iséetkfor the wide variety of
complex traffic situations that the system should recogaimemanage. ADASS are there-
fore usually tested by test drives on a test track, but it isdasible to cover all operating
scenarios by exhaustive testing. It is especially diffitmliccurately reproduce the condi-
tions and failure modes under which the control system desr@ue to disturbances, test
drive results may also be unreliable and difficult to analyEZgtensive safety precautions
must be taken to ensure the safety of test drivers and ppeetyuring safety-critical scenar-
ios. Consequently, manufacturers are facing longer dpwedmt times, whereas they have
an increasing desire for a shorter time-to-market of theidpcts. Obviously, the costs for
the validation process increase. It is estimated thatrgsthd evaluation of an automotive
control system may take up to 50 % of the total developmentda80].

Problem 5: Lack of reliable simulation tools and methods

To facilitate the design and validation, simulation tools acreasingly employed in the
automotive industry. Simulations are relatively cheapamddeal for analyzing and under-
standing the physical relations between the vehicle’'s @mapts and the performance of
the control system. However, the correctness of the simoula¢sults is strongly dependent
on the simulation model, the simulation parameters, anthtkepretation by the simulation
engineer. Simulation of an ADAS control system, integratéti environment sensors and
actuators, is especially difficult because of the compyekiat is involved in modeling sen-
sors, actuators, vehicle dynamics, and the traffic enviemmrhis underlines the need to
take model uncertainty into account during the design amdilsition process of the control
system. On the other hand, during evaluation of the prodest,personnel often do not
have detailed modeling insight in the system. It is therefbesired to have the capability
to assess the performance and dependability of black bagmgs but still be able to de-
rive potential critical scenarios from the design phaseceMiersa, it is advisable to have
an easy feedback of validation results to the control dggigrse. This interaction between
design and validation has motivated a trend in the automdtigiustry towards the use of
model-based designvhere the simulated control system is used throughout ¢reldp-
ment cycle, and directly generates the real-time code [24Bferequisite for model-based
design is the availability of accurate simulation modeld Hre capability to validate these
models. However, with regard to ADAS development, theskstaind methods are currently
not adequate. Not only the design, but especially the viadidaf ADASSs, thus requires a
growing effort in the development process of these systems.
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1.4 Objectives and scope of this thesis

In view of the above problem formulation, the main objecti¢his thesis can be defined:

To develop an efficient model-based methodological frameamd associated
tools for the design and validation of advanced driver gasise systems, such
that the performance and dependability of these systembeagnaranteed.

The problem formulation and thesis objective can be furle@omposed into four research
objectives that are covered within the scope of this thesis:

1. Define quantitative requirements for performance anedéability.
2. Improve the performance and dependability of ADASS.

3. Develop tools and methods for model-based design andatali.
4

. Make the validation process more efficient.

Objective 1: Define quantitative requirements for performance and dependability

The ADAS performance is directly related to the impact tingt $ystem has on the soci-
etal issues mentioned earlier. This thesis specificallydses on performance measures
related to traffic safety, driver comfort, and traffic flow. Anportant starting point is the
definition of quantitative performance measures and cparding evaluation criteria for
different ADAS types. In addition, quantitative measuresdependability should be de-
fined, in terms of reliability, safety, and fault-tolerandde operating conditions, for which
an ADAS should meet these requirements, must be investig&specially microscopic
traffic modeling with respect to inter-vehicle behavior farderest, since this constitutes
the environment, in which the ADAS operates. In additiostulibances and failure modes
that perturb the vehicle and its components must be idethtifie

Objective 2: Improve the performance and dependability of ADASs

Under the influence of these perturbations, the controllestrexhibit adequate and depend-
able performance. Fault tolerance is an important systéibue for increasing that de-
pendability. Especially in case of sensor faults, the apmraf an ADAS is safety-critical,
due to the dependence on reliable information on the trafficenment. Methods for fault
detection and subsequent fault-tolerant control musttbeg be investigated and extended
for application in ADASSs.

Objective 3: Develop tools and methods for model-based degsi and validation

Obviously, it must be validated whether the performancedembndability of ADASs meet
their requirements. The Netherlands Organisation for EgpEcientific Research (TNO)
[175] has recognized the importance of this validationéssGNO has developed specific
tools, such as the modeling environment PreScan that enaddlable simulation of sen-
sors, vehicle dynamics, and traffic scenarios [250]. Intaldi TNO has built a laboratory
for efficient and accurate testing of ADASs using vehicledware-in-the-loop (VeHIL)

simulations [74]. In the VeHIL laboratory, an ADAS-equifpeehicle can be tested in a
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Figure 1.5: Scope of this thesis within the relevant reseaneas.

near-realistic traffic environment. PreScan and VeHIL ttaegpotential to significantly ac-

celerate the development process of ADASs. An importargciive is therefore to integrate
the use of PreScan and VeHIL with existing test tools, sudestdrives, and complement
the current automotive development process.

The representativeness of these simulation tools, cordpa@real traffic environment,
must be investigated in terms of traffic behavior, sensaradgy and vehicle dynamics. Any
model uncertainty should be incorporated in the test prmogaad associated with the reli-
ability of the test results. This illustrates the need faruaate simulation models and the
capability for validation of these models. Another objegtis to investigate the relation be-
tween PreScan simulations and VeHIL experiments for thpgme of this model validation.

Objective 4: Make the validation process more efficient

In order to make the validation process mefécient the use of the validation tools must
be optimized to reduce the number of tests and simulatioe,tand consequently reduce
development time and costs. More specifically, it is of iegtto know how many PreScan
simulations and VeHIL tests are required to guarantee tifeqmeance and dependability of
an ADAS, and which scenarios should be tested. The main tilgds therefore to derive a
suitable test program that sufficiently (and efficientlyyers a representative subset of the
entireparameter se{the combined set of operating conditions and failure mpdggen

a specific ADAS and specific requirements. Important issnésdreasing this efficiency
are efficient sampling techniques, obtaining a represgatparameter subset, and obtain-
ing some kind of guarantee on the outcome, even without éxemtledge on the control
structure. Alternatively, with insight in the control stture available, the validation results
should be used for improving the control system design.

Scope of this thesis

As the field of research of intelligent vehicle systems igmoad, it makes sense to limit
the scope of these objectives, as illustrated in Figure Eigst of all, the main focus of
the methodological framework is on thalidationmethods within the development cycle.
The actuadesignof ADASS is limited to the design of a fault-tolerant contsyistem for
cooperative ACC. Furthermore, the ADASs are limited to itudjnal control and warn-
ing systems, which are validated on system level. Lowegteerification and higher-level
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certification procedures are only briefly discussed. Rdlatn-technical issues, such as
user acceptance and legal issues are not covered in this,thes are the subjective ele-
ments of driver behavior. However, we do invest in the dgwedent of a driver model for
microscopic traffic simulation, which is relevant for ADA@lidation. For the simulation
strategy, use is made of randomized algorithms and desigrpariments theory.

1.5 Outline of this thesis

The research objectives presented in the previous sectibtevinvestigated using the
structure that is illustrated in Figure 1.6.

Chapter 2 starts with an overview of state-of-the-art ADASSs, as weladunctional de-
composition into enabling technologies. A number of chagkes that currently exist within
the ADAS development process are identified. These aredugkplored by defining re-
guirements and evaluation criteria for performance aneddability. The operating condi-
tions for ADASSs are also investigated by defining a paransstof generic traffic scenarios
using a microscopic traffic modeling approach. In additdisturbances and failure modes
that may perturb the controller are identified.

Chapter 3 presents methods to increase the dependability of contstéims by fault
management. State-of-the-art methods for fault detediwsh fault-tolerant control are
briefly summarized. These methods are extended to a systesarfsor fault detection and
fault-tolerant state estimation, which is implemented tastied in a demonstrator vehicle.

The challenges in design and validation are further exglor€hapter 4. A review of
state-of-the-arttools for ADAS developmentillustrates problems that are associated with
these tools. The simulation environment PreScan and thél\MelHoratory are presented
as a solution to these problems. VeHIL and PreScan are eedeant] integrated with the
existing tools to complement the ADAS development proc&eseral examples illustrate
the use of VeHIL for specific purposes, such as sensor ctiibrand system validation.

Chapter 5 reviews and extends state-of-the-art validation methodisrtn the method-
ological framework for this thesis. After a summary of ramdped algorithms theory, a new
efficient validation method using adaptive importance darggs presented. The added
value and validity of this method is illustrated with a catedy involving a simple linear
controller. Finally, the method is integrated with the tesils (PreScan, VeHIL, and test
drives) in a methodological framework for the design anddedion of ADASS.

In order to demonstrate the practical relevance of the naetlogical framework for
various types of ADASs and various phases of the developprectss, it will be applied
to several case studieShapter 6 presents a case study involving a driver information and
warning system for safe speed and safe distance. The fovafiddtion is on driver-related
aspects, such as the timeliness and dependability of thaivgaiunction.

Chapter 7 presents a new algorithm for cooperative ACC in order togase the driver
comfort, traffic flow, and safety of automatic car-followinghis control system also in-
corporates the fault-tolerant state estimation that waserted in Chapter 3. This control
system is validated for string stability, and dependabitisues, such as fault-tolerance.

Due to their safety-critical nature, pre-crash systemsiirecp different approach for
validation. InChapter 8 the methodological framework is therefore modified and iggpl
to a pre-crash system. The focus in this chapter is on vetiditaf the sensor processing
software and validation of the dependability of the intégdasystem. The development
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Figure 1.6: Overview and structure of this thesis.

process is also extended to benefit assessment for theseofygafety systems.

In addition to the conclusions at the end of each chafeapter 9 presents the main
conclusions of this thesis. The results of this thesis ateally reviewed, and both the
added value and the limitations of the methodology are ptese This chapter also pro-
vides recommendations for future research.

1.6 Contributions of this thesis

This section summarizes the contributions of this thesihécstate of the art.

Definition of quantitative requirements and parameter set

An important result is the development of quantitative isgaents and criteria for the vali-
dation of ADASSs in terms of performance and dependabilitytirermore, the parameter set
to which an ADAS is subjected is identified. For this purp@smicroscopic traffic model,
including new models for inter-vehicle behavior, is deyad. In addition, an accidentology
analysis is performed to identify the most critical prestracenarios.

Efficient tools and methods using adaptive importance sampig

An efficient methodological framework for the design anddetion of ADASs is developed
on the basis of the defined requirements and parameter serafdomized algorithm that
has been developed provides a guarantee on the requirecnofribsts to obtain a desired
accuracy and confidence level on the outcome of the validgirocess. Although this
number is an upper bound and not minimal, the number of requésts is still considerably
smaller than in a test program using conventional test nakstho
The tools that are used in this methodology have been dexglop TNO, while this

thesis has focussed on extension and integration of thede within the methodologi-
cal framework. The simulation environment PreScan is alddrfor application of the
methodological framework. Furthermore, the unique Vetflhdratory is presented, which
is specifically developed for testing ADASSs. This facilisygxtended to include methods for
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faultinjection to analyze the capability of fault managetrsystems. Due to the integration
of these tools in the model-based automotive developmeress, VeHIL facilitates the
transition from simulations to test drives. These testafrivan be performed with a higher
confidence and less risk, when the ADAS has already beenugbhptested in VeHIL.

Fault-tolerant state estimation and control

A new method for fault-tolerant control of a cooperative A€gstem is developed. State
information from the host vehicle and target vehicles, ilgd from environment sensors
and vehicle-to-vehicle communication are fused to obtailiable estimate of the relative
motion between vehicles. This analytical redundancy exsafdnooth and safe traffic flow
in a string of vehicles, even in the event of safety-critieallts. The benefit of this fault-

tolerant controller is shown with test results from an eipental demonstrator setup.

Practical relevance of the results

The development of tools and methods to address the chaBlehgt are currently faced by
the automotive industry has significant practical releearithe methodology and associ-
ated tools allow car manufacturers and suppliers of ADASdeteelop these systems in a
more efficient way, and quantitatively validate the perfante and dependability. In this
way, it is expected that application of this methodologyk& lower development costs
and a shorter time-to-market of ADASs. The added value ferattomotive industry is
illustrated with several prototype demonstrators. Furtiare, with the recent introduction
of ADASs on the market, there is a desire for unambiguousueti@n criteria and stan-
dardized homologation procedures. A new experimentabpsisttherefore proposed for
pre-crash testing in VeHIL, complementary to existing héogation procedures.

1.7 Publications by the author

Most of the material presented in this thesis has been prsljigpresented at conferences,
published in peer-reviewed journals, or submitted for fatpublication. The survey of
ADASSs and review of challenges in the development proce€hapter 2 is based on [82].
The material on forward collision warning algorithms inglchapter has been published in
[168] and the traffic scenario modeling for ADASSs is based2#1]. The method for fault
detection in Chapter 3 has been submitted for publicati@njournal [79].

The review of methods and tools for development of ADASSs, a$l as the VeHIL
laboratory in Chapter 4 have been presented in [74]. The edstfor fault injection have
been published in [73, 83]. The application of VeHIL in varsgphases of the development
process has been published in [44, 136]. The probabilispeaach for validation of ADASs
in Chapter 5 has been presented at several conferencess|7d4]7and published in [76].
In addition, the extension of this approach to adaptive irgwe sampling was presented
at a conference [77] and is also submitted for publicatiom journal [78].

The application of this methodology to the case study in @Graphas been published in
[233]. The case study in Chapter 7 has been presented aterenoé [190] and submitted
for publication in a journal [80]. The PreScan simulatiohthe pre-crash system in Chapter
8 have been published in [85] and the MADYMO simulations iag]L The corresponding
VeHIL test results have been published in [81, 145].



Chapter 2

Advanced driver assistance
systems

The previous chapter has outlined the scope of this thekigfwis further explored in this
chapter. The goal of this chapter is to define quantitatigeirements for design and vali-
dation of advanced driver assistance systems (ADASS), astated in Objective 1 on page
8. Sections 2.1 and 2.2 review the state of the art in ADASstheil enabling technolo-
gies, including the challenges this involves for controtlesign and validation. The re-
sulting requirements for performance and dependabilgyf@mulated in Section 2.3. The
ADAS should meet these requirements for a wide range of draffenarios, disturbances,
and faults, subsequently discussed in Sections 2.4 anéida&lly, Section 2.6 summarizes
the chapter.

2.1 Overview of the state of the art in ADASSs

Figure 2.1 provides an overview of the various types of ADAB4 their future deployment
paths. This roadmap distinguishes between systems foitlaliigal and lateral assistance
[46], and their gradual integration towards fully autonamealriving [217]. Since this field
of research is very broad, this chapter only gives a briefraang of the ADAS control
algorithms and technologies that are relevant for thisishekhe state-of-the-art overview
is restricted to systems for longitudinal assistance,esithese are quite generic from a
functional point of view and are expected to have a significafety potential [89]. For a
more comprehensive overview the reader is referred to abreferences [18, 47, 228].

2.1.1 Forward collision warning systems

Forward collision warning systems (FCW) target a major lerigpe: rear-end collisions.
FCW systems warn drivers of an imminent collision, such thatdriver can take appropri-
ate corrective actions in order to mitigate or to complegstyid a collision. Since its intro-
duction by Nissan in 1988 [181], several FCW systems hava Heeeloped. The warning
algorithms use distance-based, deceleration-basedrapebthised measures, as presented
in [57, 126]. These algorithms are briefly summarized below.

13
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Applications

Parking systems Parking assistant Intelligent parking assistance system

Cockpit assistance Night vision  Blind spot  Adaptive light control ~ Curve warning

Intersection Intersection collision warning Intersection collision avoidance

Lateral assistance Lane departure warning Lane keeping Lane change assistant Rural Urban Automated
driving driving highway

Integrated control ACC/LDWA  ACC/LKA ACC/LKAlow-speed assistant assistant system

Longitudinal assistance Cruise control ~ ACC Stop-and-go Cooperative ACC

Pre-crash FCW PCs Pedestrian protection Collision avoidance

Post-crash eCall Remote injury diagnosis

Technologies

Optical sensors Lidar Infrared Rear view camera Stereo vision

Radar sensors 77 GHz long-range 24 GHz short-range 77 GHz short-range

Processing Lane recognition Fusion Occupant detection ~ Pedestrian detection Obstacle classification

Communication GPS Digital maps Infra-to-vehicle comm. Vehicle-to-vehicle communication

Actuators ESC BA AFS  EHB EMB Steer-by-wire
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Figure 2.1: ADAS roadmap for applications and technologiRefer to the Glossary and
Figure 1.2 for an explanation of the terminology.

Critical braking distance

Most collision warning algorithms issue a warning when thgent range to an object (the
headway), is less than theritical warning distance gamn [28, 133, 176, 274]. The warning
then allows the driver to stop or approach no closer than igdated distancegy behind a
stopped or decelerating target vehicle. The calculatios,gf, is illustrated by Figure 2.2,
which shows a host vehicieand target vehiclé-1, each with state; = [x Vi a]T,
wherex; is position,v; velocity, anda; acceleration of vehicle The figure also indicates
the vehicle lengtlh;, the headway; ; = xi-1— X —Lj, and the relative velocity j = vi-1 — V.
Assuming constant values for the host vehicle maximum bgakapabilityaj max, and for
the accelerationg;—; anda;, three possible scenarios should be distinguished, dueeto t
discontinuity in acceleration that occurs at standstii4R (a) an initially moving target
vehicle stops prior to the host vehicle, (b) the target i istimotion when a potential
collision would occur, or (c) the target is initially stophelo determine which case applies,
the target vehicle stopping tinigop1 and host vehicle stopping tiniggpo are calculated:

Vi
tstopr = ——, (2.1)
a1
V2 +astreac
tstopz = teac-——, (2.2)
az,max

whereteacis the driver reaction time. For each of these cases thealritiarning distance
Swvarn €an then be calculated as follows:

2
1,42 (V2 +aztread
Votreact 5@0lfeac——5—
2 23—2, max

(Vi +adread”

with a; = a; —ay the relative acceleration.

2
V. .
+ 2an L +5 i tsop1 <tstop2 @aNdtsiop 7 0,
ag
Swarn= (2.3)

+5 if tstop1 > tstop2 O tstop1 =0,
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Figure 2.2: Development over time of possible scenario gorditions for forward collision
warning: (a) an initially moving target vehicle (light) gie prior to the host vehicle (dark),
(b) the target is still in motion when a potential collisiorowd occur, or (c) the target is

initially stopped. The length of the bold arrows gives aniéation of the absolute vehicle
speed.

Using field-operational test drives with subject driverarming algorithm (2.3) has been
empirically optimized for use in several commercial FCWteygss [41, 208] to give warn-
ings corresponding with natural driver behavior. Unfoetely, this type of algorithm will
also warn drivers when they intend to perform a late lanarghananeuver, since the algo-
rithm only considers longitudinal vehicle motion. As a rgsdrivers may find the system
conservative and become less sensitive to future warnifdss illustrates the need for
appropriate warnings to the driver.

Required deceleration

Instead of specifying a critical braking distance, a wagrgan be issued when a threshold
of maximum braking capabilitanin is crossed by the required deceleratipy to prevent
a collision [168]. To avoid a collision by a safety margij aces is given by

V3
28 (treadv2 =X +S0) + V%
a1 (% —S0)— %Vrz
treac(%trear,al + Vr) X —So

if tstop1 < tstop2 @ndtsiop1 7O,

Aref = (2.4)

if tstop1 > tstop2 O tstop1 = 0.

The critical warning distance algorithm (2.3) that was deped by the US National High-
way Traffic Safety Administration (NHTSA) [28] has been tséormed into an algorithm
for required deceleration within the CAMP project [132]. Ampirically optimized value
for aref was established as

06858.1 - 0086 6/]_ + a2trea() - 1617 |f tStOpl S treac,
Aref = (2.5)

O68$1 - 0086 6/( + artrea() - 0833 |f tstopl > treac.

Time-to-collision

As investigated in [132], a less conservative algorithmlmaonbtained by using a time-based
measure, such as the frequently used time-to-collisiorC] @enoted;c. The TTC refers
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to the time it would take for a collision to occur, considerithe current vehicle motion.
Assuming constant velocities, the basic TTC measytds defined by
Xr

trre = _Vr. (2.6)

Alternatively, the acceleration of both vehicles can bduded in the calculation, such

that the TTC can be solved fromf{®= ";(rt)tz_zx'(t)a’(t). However, since the target vehicle
acceleration may change unexpectedly and is difficult tionesé, this method produces a
noisy signal. We therefore use (2.6) as the TTC measure.

A warning is issued when the TTC in (2.6) is below a threshbét allows the driver
enough time to react. However, if the TTC is less than theetinieaction timéeae the
driver will not benefit from warnings, and the system may\ad@ automatic emergency
braking [208]. The correspondirggitical braking distance g is then

Sor = Vitreact %aztrzeac (2.7)

Time headway

Another time-based measure is the time headway

Xr
th=— 2.8
h VZ’ ( )
where a warning can be issued when the time gap to a preceelinge is below a certain
threshold valueg.g, when a driver igailgating behind another vehicle [28]. However, the

criticality of a traffic situation is not always correlatexld specific time headway.

Probabilistic approach

Since the deterministic algorithms described above arecas a fixed structure, disagree-
ment between the human drivers and the system responsesaéx@sis. Deterministic
algorithms may therefore be too conservative in some, oreggonsive enough in other
scenarios. Instead, a probabilistic approach can be udesteveensor data is provided to
a Kalman filter [119]. This allows to estimate the probabpildr an evasive maneuver, and
issue a warning at a certain collision probability. Alteimaly, the collision probability can
be estimated by an on-line Monte Carlo simulation of posssicenarios [131].

Safety potential

Evaluation of FCW systems with field-operational tests hasmahstrated the safety po-
tential and increased driver comfort [133]. However, thietseadvantage of FCW is still
limited, because of the little time available for the dritereact in case of a real collision
threat. On the other hand, a more conservative warning ithgowill cause driver nui-
sance. Therefore, the market penetration of FCW systemadsemger cars has been low
[93]. In the truck market on the other hand, FCW has been mareessful [266], since
professional drivers can be trained to respond more apjatefyrto a warning and tolerate
any false alarms.

To further increase traffic safety, FCW can be extended witbraatic braking to form
a collision avoidance system, which only intervenes afterdriver ignores a warning, as
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Figure 2.3: Schematic representation of an ACC system,wduoatrols the ACC-equipped
vehicle 2 to follow the target vehicle 1 with equal velocityalesired safe distance.

in algorithm (2.7). However, in case a driver attempts anidamce maneuver himself,
automatic braking may interfere with the control by the drivA more promising approach
is therefore to integrate a warning function with adaptingse control, as discussed next.

2.1.2 Adaptive cruise control systems

Mitsubishi introduced adaptive cruise control (ACC) in 5% the first automatically in-

tervening ADAS [259], soon followed by other car manufaetsr{194, 209, 265]. There is
a vast amount of literature on ACC systems (see [125] andetieeences therein), and only
a short outline of the basic control configuration is giverehe

Velocity control

The function of ACC is to maintain the cruise control velgaifs cc, selected by the driver,
where the desired acceleratiags is given by a simple proportional controller

aref = Kec(Vref, cc—V2), (2.9)

with Kcc > 0 the proportional gain for the velocity errags cc —vo.

Distance control

ACC maintains the cruise control velocity, unless anothehicle in front is judged to be
too close considering the current speed. As illustratedgare 2.3, the control objective of
the ACC is to reach the same speed as the preceding vehicieatrad safe distanocgys.
The ACC is designed to respond like an attentive human diiverder to regulate both the
spacing erroey = Xyt — X, and the speed tracking errer= ve;—V; to zero. This is usually
accomplished by the combination of a control law that corapuat reference acceleration
aef and an acceleration controller that tracks this referencelaration as well as possible.
The desired accelerati@ps is usually given by proportional feedback controlegfandey:

aref = —Koey —Kygy, K1, Kz > 0. (2.10)
Since the desired relative velocify is obviously equal to zero, (2.10) is rewritten as

Aref = KoV + Ky (X = Xref)- (2.11)
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The desired distanoges is often proportional to a time headwgy which can usually
be set manually between 1 and 2 seconds. The feedbacklgaarsdK, are a nonlinear
function of a number of state variables (usuadlyv,, v;, andty), tuned in order to achieve
a natural following behavior [271]. This results in the ctam time gap control law:

Aref = KoVr +Kg (X —thv2 —S0) . (2.12)

In practice, gain scheduling is used to tufeandK; for specific scenarios, and (2.12) is
implemented using PID techniques [269]. In cagg cannot be achieved automatically, a
warning is issued to the driver, indicating that the drivesidd overrule the brake control.

Advantages and challenges

A field-operational test by NHTSA of an integrated ACC/FCWstgyn [176] has demon-
strated increased levels of comfort and safety when using 8¢tems in a highway envi-
ronment. On the other hand, several autherg,([161]) show that ACC may have negative
influence on traffic throughput, due to the increased headwetiyeen vehicles. Despite
its safety potential, ACC is still marketed as a comfort egstather than a safety system,
and the braking capacity is usually limited to arouim/s’ [106]. This prevents a harsh
deceleration, should a false alarm occur. ACC can therefotébe regarded as a colli-
sion avoidance system. In emergency situations, the dniasrto take over, and remains
fully responsible for the vehicle maneuvering. Dependinglee tuning of (2.12), there is
a significant difference in performance between varioutesys currently available on the
market. In some situations the driving behavior does nanseatural, which may result in
potentially dangerous situations, as shown by a recentimeaik of several commercially
available ACC systems [201].

This also relates to the current range of ACC sensors of ar@®dm, which is not
sufficient for timely recognition of an oncoming traffic jamather potential danger further
ahead. Furthermore, potential obstacles may not be ddtlegtine environment sensor due
to road curves or when they are blocked by other vehiclesebiaer, in high-density traffic
(with short time headways), the ACC-advised time gap idikaly large, which can lead to
many cut-ins and can be perceived as uncomfortable.

ACC is turned off automatically when the velocity drops ekothreshold value (about
30 km/h). ACC systems are therefore extended with a stopganiinction (sometimes
referred to as ‘low-speed ACC’). Stop-and-go offers thesfimkity for automated longitu-
dinal control in cluttered environments, such as trafficgand city environments, and has
recently been introduced on the market by Nissan [268]. -Gtap-go places high require-
ments on the capabilities of the sensorial platform, bexzatithe complexity of low-speed
traffic (e.g, pedestrians, bicycles, short distances, crossings) P48 270].

2.1.3 Pre-crash systems

In some circumstances a collision cannot be avoided, evireiflriver is assisted by an
ADAS. In this case it makes sense for an intelligent vehidatml system to at least
mitigatethe collision. The objective of a pre-crash system (PCS) isnprove the effec-

tiveness of safety restraints and subsequently minimieeyirseverity, by activating them
beforea collision occurs, in case this collision is assessed asnemhand unavoidable.



2.2 Enabling technologies for ADASs and their challenges 19

The concept of using radar for pre-crash sensing was alieadgtigated in the 1970s
[90], but was hampered by the low performance and relighilitearly radar systems. The
first PCS on the market therefore only used information frahiele state sensors (such
as ABS and roll-over detection sensors) [202]. But with tireval of low-cost short-range
environment sensors, PCSs have become an intensive tegepic [4, 5] and the first
radar-based PCS has been introduced on the market in 2003[PTS usually includes a
collision warning functione.g, by using vibration of the seat belt [128, 134].

When a collision becomes unavoidable, revergilalssivarestraints are used to mitigate
the collision severity. An example is the activation of thedtlpre-tensioner, such that the
driver is brought into a better position for the airbag to kveffectively. Pre-crash sensor
data can also be used to optimize the activation of irrelblkrgassive restraints, such as the
deployment characteristics of an airbag (multi-staggget time, etc.) [166].

The effects of the collision can also be mitigateddmtive safety measures, such as
brake assist functions [65] or even autonomous emergeratyry [258]. Such a system
for collision mitigation by braking will not actuallgreventhe collision, but will still reduce
the impact speed considerably. Furthermore, the activafiexternal airbags for pedestrian
protection is currently under investigation [158].

PCSs are especially safety-critical systems to test, shisgequires the recreation of
a collision to validate the operation of the PCS. Furtheentie safety benefit must be
evaluated for a wide range of collision events, which plddgk demands on the accuracy
and update rate of the sensor. In the next section we wiletbez discuss some technical
challenges that still lie ahead.

2.2 Enabling technologies for ADASs and their challenges

The previous section has shown the potential of ADASs foatlyéncreasing both driving
comfort and vehicle safety. However, these systems relyewgaral enabling technologies
that can be identified from the functional decompositionigufFe 2.4:

e Sensorgo monitor the vehicle state and the surrounding trafficemrnent.

e Controllersto perform sensor fusion, obstacle identification, obstaelcking, deci-
sion logic, and generation of command signals for the wardisplay and actuators.

e Human-machine interfac® provide the interface between the decision logic of the
ADAS and the driver.

e Actuators such as engine and brake system, to carry out the desirédevatotion.
e Communicatiorio allow information exchange between all functional bleck

In the following subsections these technologies will bedssed, as far as they are relevant
for the thesis. The integration of these functions with naedtal and electronic compo-
nents, together with machine intelligence is defined withtdrmmechatronic§112]. An
ADAS typically is a mechatronic system in the sense thatégrates vehicle dynamics, en-
gine, brake system, embedded control systems, and seasdrisiteracts with several other
vehicle control systems. The drawback of this increasitegiration and interaction is that
ever more complex control systems are created, which caoses considerable technical
challenges [218].
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Figure 2.4: General functional decomposition of an ADAS.

2.2.1 Environment sensor technology

Modern passenger cars are already equipped with sensonsefasuring the host vehicle
state, such as wheel speed sensors (velggityyroscopes (yaw ratg), and accelerometers
(acceleratiora). In addition, ADASSs use environment sensors to detectratas users and
road infrastructure. State-of-the-art sensors are basedvariety of technologies, such as
radar, lidar, machine vision, infrared, ultrasonic, anty@imaging. This section gives only
a brief overview of the basic characteristics and some ieahohallenges that are relevant
for this thesis. For a more comprehensive overview of setestitnology, the reader is
referred to [139, 227].

Radar systems

ADAS sensors are often based on radio detection and rangad@r} technology. Pulse
radars send short pulses of radar energy, and the reflecidhsse pulses are received by
an antenna, such that the traveling time of the pulse, ptigpad to the traveled distance,
is determined. The relative velocity is determined usirggDloppler effect. In order to im-
prove detection accuracy, continuous wave radars trasatihstant beam of radar energy
by an illuminator. The reflected radar wave, received by arsgp antenna, has a frequency
that is slightly higher or lower than the original radar fueqcy due to the Doppler shift,
from which the relative velocity to an object can be calcedatA frequency-modulated con-
tinuous wave (FMCW) radar is continuously transmitting a&vaf which the frequency is
modulated. By measuring the difference in frequency betviiee transmitted and received
signal, the time between transmission and reception of #vewan be determined, and sub-
sequently the range to the object. The reader is referrel] fofa more detailed overview
of automotive radar systems.

Long-range radar systems for use in ACC systems usuallyatgat the 77 GHz fre-
quency. They have a range up to 200 m, but a poor short rangetidet, as well as a
small beamwidth and limited angular resolution. For insezhperformance in stop-and-
go applications, short-range radar has been developeed lmas24 GHz technology. For
further improvement of short-range accuracy ultra-widedgechnology can be used, for
which the 24 GHz frequency has been allocated by the Europeammission in 2004 [51].
Ultra-wide band technology will also be used at the 77 GHgudency after 2013 [221].

The main trade-off in radar design occurs with respect tdodreamwidth. Too wide of
an azimuth or elevation angle will result in ‘ghost targdtem side barriers or overhead
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structures, whereas a small beamwidth will not allow to detehicles that cut-in in front
of the host vehicle or vehicles further ahead when drivingunves. Another limitation
of radar is that standing objects are difficult to detectcaithey often disappear in the
background noise. This effect may cause missed detectiodxbjects with zero speed are
therefore usually neglected.

Lidar systems

Light detection and ranging (lidar) is a relatively inexpae technology for obstacle detec-
tion. It is based on a scanning laser beam in the horizontdltfiat gives the distance and
angle to all the objects in this plane. The main advantadeisit has a wide field-of-view
and high accuracy [66]. On the other hand, lidar is more qigie to adverse weather
conditions than radar, although recent improvements ha@ecome this problem [102].

Vision systems

Vision systems are also increasingly used in ADASs. The prashinent application is lane
detection for lateral control and warning systems. In addjtvision systems can be used
for obstacle detection and classification, which is alserigting for longitudinal control
systems, such as ACC.

The main challenge in machine vision is to provide relialolé eeal-time detection. Al-
though this problem has been solved for lane detection,dh®atational load for obstacle
detection and classification for safety-critical applicas currently exceeds the power of
existing electronic control units. The interested readeeferred to the work by Vlaciet
al. [257] for a comprehensive overview of the various approad¢bedetection and classi-
fication of road markings and obstacles.

Vehicle navigation

As opposed to monitoring threlative position to objects, vehicles also require information
on theabsoluteposition for navigation purposes. The global positionipgtem (GPS) is a
satellite navigation system that provides the global pmsibf the vehicle. In combination
with a digital map, GPS has been used in vehicle navigatistesys for over a decade now.

Unfortunately, the standard accuracy and reliability ofSgBround 15 m) is insufficient
for more advanced vehicle control applications based ofgatien, such as curve speed
warning [249]. Differential GPS (DGPS) uses differentiafrections from base stations in
the neighborhood and provides an accuracy of around 3 m atplsaate of 1 Hz. However,
the use of satellite navigation alone will remain unrelgafar safety-critical ADASS [8].

2.2.2 Signal processing and control engineering

Environment sensors always exhibit measurement noisea@niimited in their capability
to distinguish real targets (stopped vehicles, droppeddpfrom infrastructure elements,
such as overhead bridges, traffic signs, and guard rails ddmplexity of the traffic envi-
ronment, combined with a huge number of possible trafficades, increases the demands
on the sensorial platform. Post-processing is therefocesgary to perform tasks, such as
state estimation, obstacle detection, obstacle trackind path prediction.
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Sensor fusion

Since the requirements for safety-critical ADASs can oftehbe met by a single sensor,
sensor fusion techniques are applied to merge the infoomptiovided by different sensors.
The goal of sensor fusion in the current context is to proeideliable environment model
that is as robust as possible with respect to measuremesg,faults, and disturbances.
Fusion strategies vary widely depending on the type of gsreud specific application. It
has been a heavily researched topic, both within the ingustiversities [64], research
organizations [3], and EU funded projects, such as CARSENSH], ProFusion [227],
and CHAMELEON [67]. A typical approach is to combine radathaiision, since radar
has high distance accuracy, but low lateral resolution,redee video has a low distance
accuracy with high lateral resolution.

Modeling

The first step in the design of an ADAS controller is to devela@ppropriate mathematical
model for the vehicle dynamics, sensors and actuators.igbtelsimulation model is neces-
sary for synthesizing a controller with adequate perforcea®n the other hand, the model
should also be not too complex to retain modeling insightsindilation speed. Modeling
therefore always involves a trade-off between speed amdpeaency versus complexity
and reliability. This issue will be further addressed in Qieas 4 and 5.

Control algorithms

Command signals for the warning display and actuators lale talculated from the pro-
cessed sensor data. Considering the wide range of apphsathere is a large variety in
control strategies and algorithms to achieve specific obotsjectives. The reader is re-
ferred to the books by Jurgen [124-126], and the referemaein, for a comprehensive
overview on the topic. Nevertheless, in the subsequenttetrawe will extend and imple-
ment some of the algorithms discussed in the previous sewidlustrate the development
process of ADASSs.

Challenges in control

Shladover [218] has identified many challenges in contrat #ill lie ahead on the road
to vehicle automation. These research needs are primatédyed to the overall safety of
the control system design, and include fault detection aathfion, fault-tolerant control,
sensor fusion, and validation of the system safety. Coardingly, the main challenge in
control design addressed in this thesis is that the congedém should exhibit a high level
of dependability, which will be further discussed in Sextib3.5.

2.2.3 Human-centered design

ADASSs are inherently human-centered, since the contrdesysnust work together with
the driver to achieve a safe and comfortable driving expege The human-machine in-
terface (HMI) provides the layer between the control system the driver, as illustrated
in Figure 2.4. The HMI is a very important factor in the ADASsitgn, because the HMI
must be interpreted by the driver in a natural way, and shootdeduce driver vigilance or
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cause compensation effects. These human factors issudgdretailed research outside
the scope of this thesis, and HMI system design and validatit therefore not be further
investigated. See the work by Bishop [18] for an overviewhaf topic. On the other hand,
the interaction with the human driver adds extra compleitthe system design, an issue
that cannot be neglected in the system validation proces$ortunately, it is often diffi-
cult to validate the HMI operation against qualitative efid, because of the psychological
elements of HMI interpretation.

2.2.4 Drive-by-wire technology

Similar to the rise of fly-by-wire technology in the aerospandustry, the development of
drive-by-wire technology offers new possibilities forefiigent vehicle control, as summa-
rized by Isermanet al. [115]. Drive-by-wire systems allow the driver to generdextical
commands for computer-controlled electromechanicalaeots. The important advantage
of brake-by-wire, throttle-by-wire, and steer-by-wiressyms is that they offer higher per-
formance in terms of reaction time, accuracy, flexibilitgdaadaptive control capabilities.
Furthermore, the lower weight and volume improves systeregration. However, an im-
portant issue with drive-by-wire systems without mechahackup is the dependability of
the system [68].

2.2.5 Automotive communication systems

Reliable in-vehicle networking between sensors, progsssmd actuators is an important
prerequisite for dependable operation of an ADAS. A failfrthe in-vehicle network poses
a potential hazard for the vehicle, its passengers, andehigle’s environment [12], and
makes it a safety-critical factor in the ADAS design. Sintseimtroduction in the 1980s,
the controller area network (CAN) has established itseH esbust network for distributed
control applications in the vehicle. CAN is essentially aerd-triggered protocol, which
means that its behavior is not fully deterministic in a riéale sense. However, in order to
implement safety-critical drive-by-wire systems, theteys behavior must be available in
real-time. Several time-triggered protocols have theeef®en developed in recent years
for use in ADASSs [210].

Another emerging technology is wireless communicatiomkeen intelligent vehicle
systems and infrastructure elements. Wireless commiumicaith external services, such
as travel information, infotainment, or electronic tollllection can significantly increase
driver convenience. Furthermore, communication with tredside through infrastructure-
to-vehicle communication can provide locally relevantdatith applications such as curve
speed warning and road condition warning. Dedicated shoge communication is typi-
cally used as a communication protocol for infrastructioreehicle communication.

Wireless communication also extends to vehicle-to-vehidmmunication (VVC) be-
tween neighboring vehicles. VVC can be used for informatigrctions, such as warning
for local weather condition®(g, fog, icy road) or oncoming traffic hazardsg, accidents,
traffic jams). In addition, VVC can be used to extend the sefislol-of-view beyond the di-
rectly preceding vehicle. VVC is expected to have greatqaEfor increasing comfort and
safety by augmenting environment sensors. In contrasetadmmand-response approach
by dedicated short range communication, several EU pjeay, CarTALK [167]) have
explored the potential of ad-hoc local networks for VVC. Huwantage is that ad-hoc net-
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working does not need a central controller. However, chgkts in VVC are the reliability
of the local ad-hoc networks, and the accuracy of the tratsthiata.

2.2.6 Summary of technological challenges

From this section we can summarize that an ADAS is a complésafety-critical mecha-
tronic system. The most important challenge in this resjseict achieve dependable envi-
ronment sensing. Furthermore, satellite navigation amdlggs communication networks
are prone to disturbances, and need a high level of religbitiredundant systems for state
estimation. Control algorithms need to be able to handleghésturbances to provide a safe
and comfortable driving experience for the user. In addijtiehicle subsystems, in-vehicle
networking, and actuators must remain operational, evehdampresence of disturbances
and faults, which underlines the need for fault tolerancthefcomplete system. Further-
more, the driver remains responsible for the vehicle maeeng, whether or not he/she is
supported by an ADAS. Therefore, designing an ADAS that canmmodate a wide range
of human characteristics is non-trivial. These challengean that stringent requirements
are demanded for ADASSs regarding comfort, performancedapendability.

2.3 Regquirements and evaluation criteria for ADASSs

The end user typically desires comfort, performance, ampe@ability for as low a price
as possible. It is the task of the manufacturer to design atidate a product that meets
these requirements. The European project RESPONSE [26@bbased on establishing an
industry-wide methodology for the design and validatioABDIASs, which is legally robust
and valid from an engineering and human factors perspedieode of Practice has been
developed that includes a set of requirements and procgthurthe manufacturer to follow
for ADAS design and testing [205]. Unfortunately, this Cadéractice and emerging 1ISO
standards [106, 107] can only describe the developmenepsoat an abstract level. They
do not provide quantitative requirements or validationgedures for ADASs. Therefore,
the user requirements are extended in this section to qativeimeasures that will be used
in the remainder of this thesis.

2.3.1 Abstraction of the ADAS control configuration

The ADAS system architecture of Figure 2.4 can be replaceldélock diagram of Figure
2.5, where the ADAS is modeled as a nonlinear multivariataatpconsisting of the vehicle
dynamicsG; and actuator dynamidS,. The vehicle state is represented by the vegtor
with individual elementsg representing position, velocity, acceleration, etc. Tiadfit
environment can be regarded as a disturbakgg., such that we obtain the output stgte
representing the relative motion between the host andttaetpcles.

Sensors measure the system outpat|y] yg]T, consisting of variables representing
the state of the vehiclg, (using vehicle state sensors) and the state of the trafficcamv
menty; (using environment sensors). The input to the contréllgis the error between the
reference trajectonyes and the measured outpyt wherez; =y1 +vs 1 +fs 1 with measure-
ment noisevs 1 and sensor faultk 1. The control objective is to manipulate the reference
value for the actuator responggs such that the control err@=y1 — X,ef remains small in
spite of disturbancedyasic and vehicle fault$;.
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Figure 2.5: Block diagram of an ADAS under the influence ofudinces, faults, and
model uncertainty.

Because an ADAS usually separates a high-level control tam flow-level actuator
control, we can define a similar control objective for theuatdr controlleiK . Assuming
acceleration control, the input ¥, is the error between the desired actuator respapge
and the measured vehicle statewherez, =y, +vs o +f5 > with measurement noisg » and
measurement faulfg>. The servo control objective is to manipulate the commaguas
u for the vehicle actuator®(g, throttle and brake in the case of an ACC system), such that
desired response.s is tracked in spite of disturbances by the dridgf.er and actuator
faultsf,. Since there is always model uncertainty involved when rtingand simulating a
system, the designed controllers are perturbed by modetrtaiaty in the actuator behavior
A and in the vehicle dynamics;.

We can now use the signals x, andy to define quantitative requirements for val-
idation of the controller&K; andK,. We define than-dimensional performance vector
P=[p1:-- s PKks - P T wherep consists of both Boolean and continuous signals. Unfor-
tunately, the value of an individual measuyredoes not provide any information on how
‘good’ it is. Therefore, we also define evaluation criterjaebthreshold valuey for every
Pk, such thaty = [v1,...,7%,. .. ,ym}T, where we define thk-th measure as satisfied when
Pk < Yk, unless indicated otherwise.

2.3.2 Stability requirements for the control system

Although collision warning systems simply involve feedf@rd control, many other ADASS,
such as ACC, involve a feedback controller. An importanuregment for any feedback
control system is that it exhibits asymptotically stabl@deéor. We will therefore present
stability requirements, both for the individual vehiclesldor a string of vehicles.

Definition 2.1 Individual vehicle stability A vehicle following control law is said to
provide individual vehicle stability for vehicleif the spacing errog of the host vehicle
to the target vehiclé- 1, as well as the speed tracking eréprconverge to zero when the
preceding vehicle is operating at constant speed:

a-1 — 0= — 0andg — 0, (2.13)

whereg = Xret i —%r,i and its derivative = Vier j —Vr.i = —Vr . O
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Example 2.1 Individual vehicle stability. Since the ACC objective is to regulate
andé to zero, the state of an ACC-equipped vehidechosen ag; = [x,,i Ve vi] T
Assuming a linear time-invariant system for the moment, &e ase the state space
representation

X=Ax+Bu+Ed (2.14)

with A the system matrixB the input matrix, ande the disturbance matrix. The ACC
system is then described by

0 1 0 0 0
Xi= [0 0 O|xi+|-1|a+|1|a-1, (2.15)
0 0 O 1 0

where the acceleration of the host vehialés the control input, and the acceleration of
the target vehicley—; forms the disturbance to the system. The control law (2.48)e
rewritten asu = Kx with K = [K1 Ky —Klth]. Assuming that the acceleration can be
controlled instantaneously, such tifat as i, stability can be analyzed by computing
the eigenvalues of the matrix+BK. From this follows that the poles lie in the left-
half plane for all valuek; > 0 andK, > 0 [197]. It is therefore concluded that the
two-vehicle ACC system is always stable for any controlfethe type (2.12).

Automated vehicles must not only exhibit stability indivally, but the concept of sta-
bility can also be extended to multiple vehicles.

Definition 2.2  String stability is defined as an asymptotic stability of the system which
is composed of a finite number of interconnected subsystemss(ngle vehicles) with the
same or similar dynamics [230]. Practically, string sti#§pilequires that spacing errors and
speed tracking errors are guaranteed not to amplify as ttegagate upstream in a string
of vehicles. A prerequisite for string stability is that baadividual closed-loop vehicle
controller is asymptotically stable, as defined in Defimitib1. O

String stability is an important prerequisite for obtaimisafe longitudinal behavior
without the risk of a collision. It was already recognizedaasimportant control prob-
lem for automated highway systems in the 1960s [148]. Witlrdasing market pene-
tration of ACC, the chances increase that several ACC-@guipyvehicles will drive be-
hind each other. String stability for ACC has therefore beeastigated by many authors
[55, 150, 231, 272], and only a brief review of the theory isganted here.

A desirable characteristic for attenuation of propagasipacing errors is

[&lloo < ll&-1lloo; (2.16)

whereg_; is the input spacing error (of the target vehiictel) ande (t) = g-1(t) x 4 (t) is the
output spacing error (of the ACC-equipped host vehirlsith £ (t) the impulse response
of the host. We therefore require that

&-1%A[loo < [|&][oo- (2.17)
Since||4 x|l < ||4||1]|&]l 0, @ sufficient requirement for string stability is that

[ l[1ll&-1llc < lle-1llcc <= [[A]l1 <1. (2.18)
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For control system design and analysis it is however easiesd a transfer function instead
of an impulse response. Swaroop [230] provides the proaf(tha8) can be replaced by
the following two conditions:

Ei(s)
Ei-1(9 ||
Aty > O, (2.20)

IHE e = H 1 (2.19)

whereH(s) andE(s) are the Laplace transforms 6ft) ande(t), respectively. For practical
reasons, condition (2.19) is selected as the performanesume for string stability. The
constant headway controller is not string-stable, as shuxih

Example 2.2 String stability for constant headway policy. Consider the constant
spacing control law (2.10) for vehiclevith spacing erroex = g and the speed tracking
error its derivativee, = §. The control law can then be rewritten as

aref = —K16 —Ko§. (2.21)

Assuming the acceleration of the vehicle can be instantasig@ontrolled, such that
X = aret, and implementing the same controller in the precedingckehi-1, we get:

6 =X —%i-1 = ~K16 —Ko& + K181 +Kog-1, (2.22)
which leads to the following closed-loop error dynamics:
& +Kog +K18 = Ko +Ki6-1. (2.23)
The propagation of spacing errors along the vehicle starigeén described by

E; (S) _ Kos+Kj

H(s) = = .
© Ei-1(9) S2+Kys+Ky

(2.24)

All positive values ofK; and K, guarantee that the spacing error of ik vehicle
converges to zero when the spacing error of thd}-th vehicle is zero, thereby ensuring
individual vehicle stability. However, there are no pastvaluesk; andKj; for which
the magnitude oH(s) in (2.24) can be guaranteed to be less than unity. Requtnaiy

/K22 +Ki2
= KfwitKe® g (2.25)
VK22 + (Ky-w?)?

and subsequent simplification leads to the requirement that

sz(,l) +Kq
—w2+ Kojw +Kq

IHGw) ]

2
(Kl—wz) > K2 (2.26)
which shows that spacing errors are magnified for frequerméow,/2K;. As a result

=1 ifw=0,
Hiw)={ <1 ifw?> 2Ky, (2.27)
>1 otherwise

Unfortunately, low frequencies are the frequencies ofr@gein traffic dynamics, so this
controller will result in an unstable string of vehicles.
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The analysis of platoon string stability is complicated hg presence of nonlinearities.
Although the string stability analysis in Example 2.2 isdxdh®n linear models, it is valid
for small deviations around the operating conditions. Intast to the constant spacing
control law (2.10), it will be shown in Chapter 7 that the ciams time headway control law
(2.12) can be made string-stable, provided the time headyiaylarge enough. However,
several field-operational tests have confirmed that in fp@&CC is string-unstable due to
sensor noise and nonlinear ACC algorithms [14, 58, 59]. rAligve vehicle control laws
are therefore necessary to obtain a string-stable behahazh will be further investigated
in Chapter 7.

2.3.3 Functional performance requirements

Apart from stability, a controller must also exhibit adetpjperformance to satisfy the user.
The performance of ADASSs is often assessed by analyzingdbdedhvalue in terms of
safety potential and customer satisfaction, as discussstbpisly. This evaluation is based
on analysis of questionnaires and expert panels [159]. fHfiéctimpact of ADASS is ex-
pressed ilacroscopigerformance measures, such as traffic throughput, tramel tind
average speed [98], and is usually investigated with sitimuia based on vehicles with sim-
ilar characteristics and similar ADAS controller types 223Unfortunately, these measures
do not give information on the performance and comfort ofvittlial vehicles. We there-
fore need to definmicroscopianeasures to define ttienctionalperformance of ADASSs.

Relatively few references discuss the need for microscpgitormance requirements
and quantitative evaluation criteria. NHTSA has developegie requirements for FCW
[133], but focusses on a description of traffic scenariafietathan on quantitative criteria
that are suitable for benchmarking. Some performance rexpeints have been discussed
in [59] and [267], illustrated with an example of a simple AC@ntroller. For easy bench-
marking it is desired to extend these requirements to quadine performance measures.
Controller performance is usually characterized in terfir@sponse time, tracking perfor-
mance, robustness, and control effort.

The system response tinigyay is the time difference between the start of a scenario
(e.g, a cut-in maneuver or an emergency braking maneuver of gxeeding vehicle) and
the first reaction of the ADAS.

Tracking error in terms of headway distance overshoot aérsioot of the host vehi-
cle with respect to the target vehicle is an undesirablaifeahot only for string stability,
but also for performance perception by the driver. In thgdiency domain, it can be defined
by the H., norm of the transfer function from the headway distance camuw.¢ to the
actual headway distansg which gives the index

X(s)
Xref(S) oo.
Although individual vehicle stability is guaranteed forya®CC controller of the type
(2.12), the error will never settle exactly to zero, due twlibances and faults in the range
measurement. The resulting tracking error may cause uaddsiacceleration and decel-
eration, which degrades passenger comfort and the pedcparformance of the system.
This robustness measure can be defined ag:tmerm of the sensor noise to the vehicle

acceleration during following
=

X, m(8) = Xr(S)

(2.28)

(2.29)

2
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There is always a trade-off between control performancecanttol effort, because of
energy considerations and constraints on the actuatot.itrpthe time domain, the control
effort is defined in terms of the weightég norm (.e., the root mean square (RMS) value)
of throttle and brake usage:

11U o (2.30)

Often a number of the above-mentioned performance meastgambined in a cost
function to synthesize an optimal controller, (s=g, [150]) where the tracking perfor-
mance and control effort are used. However, these optimatakers do not grasp the
subtleties and nonlinearities of human driving behavidrisTunderlines the need to quan-
tify desirable human driving behavior.

2.3.4 Driver interaction requirements

Driver comfort includes a wide range of issues, such as ebeparation, easy HMI in-
terpretation, nuisance level, and physical comfort, wiiah often only be measured in a
subjective way. In this thesis we quantify physical comforterms of the RMS value of
the longitudinal acceleration:

[[810ng(®) | - (2.31)

However, we also need a quantitative criterion to evaluageperformance of an au-
tomatic longitudinal vehicle controller compared to tygdibuman driving behavior. We
therefore define the RMS value of the error between the adigtnce to a target vehicle
X and the distance given by a reference moglgl:

[|%, ret(t) _Xr(t)Hpow- (2.32)

The problem of realistic driver modeling is a heavily invgated research topic, and
various types of driver models are available for traffic dation, as shown in the historical
review by Brackstone and McDonald [24]. One of the first siengpproaches to driver
modeling was the car-following model by Helly [95]. The aleration is given by

a(t) =Covy,i(t —tread +C1 (Xr, i(t—tread — Xref i (t)) ) (2.33)
where the desired distance is
Xref,i (1) = So +thVi(t —tread- (2.34)

This model relates the driver’s acceleration of vehicle the distance ; and relative
velocity v, ; to a target vehicle, taking into account a driver reactioretieac The desired
following distance depends on the host velogitand constant values; andC,. Note the
similarity between this model and the structure of the gali®€C control law (2.12). Over
the years, the complexity of driver models has increasedndlade the driver reaction to
n vehicles further ahead, multi-anticipative models havenbadeveloped [99], such as the
Generalized Helly model

n n
g(t) = Z Co,jWr,i,j(t —tread + Z Crj (X, j (t —tread = Xrefi) - (2.35)
j=i-1 j=i-1
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However, benchmarking studies have revealed that evendseeomplex traffic flow mod-
els were not able to predict car-following behavior moreusately than the relatively sim-
ple ones [25]. Nevertheless, Lee and Peng [142] showed thgabd approximation of
single-leader car-following is provided by the Gipps model

The driver model developed by Gipps [86] belongs to an ofteeduclass okafety
distance modelsThe objective of the first part of this model is to maintaireasided velocity
Vref @Ssuming there is no preceding vehicle, the so-cditalflowmode. The aim of the
second part is to maintain a safe following distanes, thecar-followingmode. Both parts
give the velocity of the vehicle after a driver reaction titrg, and the resulting velocity is
the minimum of the two:

vit) = min{Vi(t_treat)+2-5amaxtreac<l_w) \/0-025'FM )

Vref,i Vref,i

V2 (t—t
Amin, itreact \/(amin, itread? — Amin,i (2Xr(t —tread —Vi(t —treadtreac— w) . (2.36)
inji—
The Gipps model has the advantage that it has a low degreeeddm. That is, only a
small number of parameters needs to be calibrated: the niaxiallowable acceleration
amax the estimate of the most severe braking decelerationtikatriver of vehicle wishes
to undertakéiminj, and the ratio between the desired velocity and the initiédaity:

Vref,i
Avi WOy (2.37)
Because of the simplicity and wide applicability of the Gdppodel (2.36), we will use it
here to compute the reference distarcgs in (2.32) to judge the car-following behavior of
a longitudinal control system.

For collision warning systems we must also evaluatetimelinessof the warning,
which reflects whether the warning is on time, too early, ar late. The distribution of
the erroreime = twarn —tref between the time instams when an alarm should have been
given and the time instamfsm of the actual alarm gives an empirical mean and variance,
which can be used for validation. As was shown in [144], theTISIA/CAMP algorithm,
presented in (2.5) performs very good overall, and will ¢#fere be used for creating a ‘ref-
erence’ warning signal when the required accelerajgin (2.5) crosses a threshold value
amin- The requirement for timely alarms is strongly correlatéthwhe notion of reliability
that the driver perceives. This can be extended to the marergknotion of dependability,
as discussed next.

2.3.5 Dependability requirements

Apart from the performance and comfort requirements, dsiexpect an ADAS to meet
stringent requirements regardidgpendability which covers several complementary and
partly overlapping properties, such as availability, akliity, safety, confidentiality, in-
tegrity, maintainability, security, and fault tolerancei]l]. For ADASSs this term can be
reformulated as follows:

Definition 2.3 Dependabilityis the property of the ADAS to give appropriate alarms and
to take correct actions at the right moment with a high configdevel, for a wide set of
operating conditions, in spite of the occurrence of disindes and failure modes. [
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The dependability of a safety-critical ADAS is not only intpamt for the driver, but also for
the manufacturer and regulating authoritieg, for certification and type approval [205].
The most relevant attributes for ADASSs are reliability,exgf and fault tolerance, as defined
in the following.

Definition 2.4 Reliability is the probability of a component, subsystem, or complese sy
tem, functioning correctly over a given period of time undeyiven set of operating condi-
tions [226]. O

Although failure of mechanical or electronic vehicle compots only accounts for a small
percentage of accidents [243], there is an increasing Hasaserity of failure with an in-
creasing degree of automation. Furthermore, as accidgrigtan failure will decrease,
the percentage of equipment failure related accidentsaldkively grow.

Software reliabilityis an extensive research topic on its own, and the readefeised
to the book by Leveson [147] for a comprehensive introductdthe subjectHardware
reliability is often assessed through a bottom-up approach using stérethprocedures,
as will be briefly discussed in Chapter 4. These proceduhg®nestatistical failure proba-
bilities for separate components, from which the reliéyphf subsystems and eventually of
the complete ADAS can be assessed [239]. However, the winlgreliability properties
can be uncertain, and the outcome will not likely reflect therall system reliability. Since
the scope of this thesis is on the validation of the ADAS onesydevel, we will investigate
reliability from a system perspective.

Instead of focussing on software and hardware reliabigfyasately, a human-centered
approach for reliability analysis is used. The system bdlig that the driver experiences
in practice is associated with the capability of the sensst-4processing and warning algo-
rithms to provide reliable warnings. In other words, therweseects the controller to only
returntrue positivegthat indicate correct activation when needed), ind negativegthat
indicate correct suppression of the safety device)

Correspondingly, system reliability is associated wittoaw humber offalse positives
This includes false alarms due to an untimely or incorrectgien by the ADAS controller
(e.g, in case of a late lane-change). It also involves alarmsdéuamot be attributed to the
scenario, but are caused by out-of-path objects or othéurbiEnces (so-called nuisance
alarms). Similarlyfalse negativesnay occur, which include late detections and missed
alarms due to other disturbances. Missed and false alarmgsocur when driving in
curves, on hilly roads, when another obstacle is blockirglie-of-sight of the sensor,
or when the sensor picks up an infrastructure element agetfas illustrated in Figure 2.6.

False alarms are usually expressed as an occurrence ratiiyar distance. The
NHTSA field-operational test has demonstrated a false alate for an FCW system
around 2 10°3/km, and for an ACC around I8km [176]. The reliability requirement
will likely become stricter with a higher degree of autoroatand criticality of the system,
e.g, the false alarm rate of a pedestrian protection system veasumed at 18/km [204],
and the false alarm rate of a PCS activating irreversibleaiess is projected at T&km.
Unfortunately, the expression of these discrete alarmtey@er driven distance (regardless
of the alarm duration) creates ambiguity in the validatioogess. Consider for instance the
occurrence of one very long continuous alarm or many sheetnmttent alarms, both of
which will cloud the estimation of the false alarm rate.

1In this thesis the term ‘positive’ relates to the presenca specific condition, such as an alarm situation,
whereas ‘negative’ represents the default null hypothdsisse terms doot have any qualitative connotation.
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Missed alarm due to
road curvature

False alarm due to
Late detection road curvature
of cut-in vehicle

Traffic jam further ahead
and standing targets
R R _— =1 \ cannot be detected

False alarms due to

False alarms due Tahrget Oﬁ_C'fded by overhead constructions
to guard rail other vehicle

Figure 2.6: Overview of false and missed alarms due to itfeesure layout.

To provide an unambiguous measure for all types of false andad alarms, they can
best be characterized by a sample-based measure. Eaclaagie $s therefore classified
based on a comparison of the actual situation and the piediat the ADAS, as shown in
Table 2.1. Based on this table, the mathematical formulatfdhese reliability measures is
shown in Table 2.2 and illustrated in Figure 2.7.

Although it is desired to have the false and missed alarmalase to zero, it does not
need to be, since there is always an inherent trade-off legtadow missed alarm rate and a
low false alarm rate. When instructed about the limitatiohthe system, a driver may still
accept false and missed (or late) alarms, as long as they seltlom and there is still the
possibility to intervene. If the positive data sBk{+Ngy) and the negative data séd{ +
Nep) have similar size, thaccuracy RecuracyWill be a good reliability index, indicating the
overall rate of correct decisions. However, in case ofstiatil unbalance between positive
and negative sets, low values fpg, and pey may still result in a bagbrecision . This
precision reflects theorrect alarm rate which is thea posterioriprobability of a true alarm,
as illustrated in Example 2.3. A more suitable reliabilitgasure is the geometric mean of
the precisionpcp and the true positive ratprp [144]. Therefore, decision thresholds for
ADASs must be set not just for low false and missed alarm ydtesalso for relatively
high values of thea posterioritrue alarm probability. Considering the reliability ratefs
state-of-the-art systems, average velocity, and typieathaduration, approximate criteria
for these rates can be estimated, as shown in Table 2.3 or8page

Example 2.3 Reliability measures. Consider the set of consecutive traffic scenar-
ios depicted in Figure 2.7. During the approach maneuverwrning system pre-
dicts a possible collision and issues a warning in the tinterval [51, 6.1], which

is considered a false alarm, since the driver makes a lasegeh Then in the inter-

Table 2.1: Prediction matrix with the number of samplesegatized as true negatives\\
true positives M, false negatives )\, or false positives pb. Adapted from [144].
Actual data
Negative  Positive
(safe) (threat)
Negative (safe) Nrn Nen
Positive (threat) Nep Nrp

Prediction
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Approach Lane-change Free-flow Lane-change Approach

System prediction

Actual situation

Figure 2.7: Sample-based analysis of false and missed alarm

val [13.6, 14.2] the system gives a nuisance alarm due to detection of tasdgail.
Finally, the vehicle cuts in behind a slower vehicle, cagsam alarm in the interval
[22.2, 23.2]. However, this critical cut-in would have required anraedaat 21.2s. Cor-
respondingly, the timeliness of this last warning-is0 s. The corresponding reliability
rates are included in Table 2.2.

Another example is a (hypothetical) collision warning altfon that never issues a
warning, so the false alarm raper is zero. Since normal driving data is predominately
safe (the real value db is very low), such an algorithm might still enjoy an extregnel
hlgh accuracyPaccuracy

A more realistic example that illustrates the problem ofalahced sets, considers a
situation with the following number of data sampl&&i = 101°, Nep = 10°, Nrp = 10°,
andNgy = 1. The resulting false alarm raper and missed alarm raggy are both 10°,
which may seem quite acceptable. However, the resultingcbalarm ratgce is only
0.5, due to the low occurrence rate of the dangerous q.vemlO"5. This means that
half the alarms are incorrect!

However, we must note that these numbers may not be repatisentis they are often
a priori estimates and differ between drivers and operating camditiObviously, warning
algorithms may have been designed based on different pipitass: avoiding all collisions,
collision mitigation, or mimicking the behavior of an avgeadriver. These considerations
may not have been incorporated in the reference warning eMeryregardless of the design
philosophy, these algorithms will be subject to the dris@tceptance in practice. To pro-
vide an objective validation of the ADAS reliability, we musbtain a model to investigate

Table 2.2: Reliability measures calculated from the prédicmatrix Table 2.1.

Rate Definition Example 2.3
Real occurrence rate  (Nen +Nrp)/(Nrn +Nep+Nen +Nrp)  0.072
Accuracy paccuracy (Nqn + NTP)/(NTN +Nep+Nen +Nrp)  0.906
PreCiSiOﬂpcp NTP/(NFP+NTP) 0.385
True positive ratepr NTP/(NFN + NTP) 0.500
False negative ratppN NFN/(NFN + NTP) 0.500
True negative rat@rn~ Nrn/(Nrn +Nep) 0.938
False positive rat@er ~ Nep/(Nrn +Nep) 0.063

Reliability pre; /N2 /(Nep + Nrg) (New + Nire) 0.439
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whether the actual scenario is ‘safe’ or ‘threatening’. #at reason, the next section will
further discuss the modeling of human drivers and traffinades.

Another problem with testing reliability is the difficultpivalidating these probabilistic
measures, due to the low occurrence rate of the event. ThHiseseahaustive testingf
ADASSs impossible in practice. Reliable procedures foiistiabl evaluation and extrapola-
tion from field test data or extensive simulations are tre@eefequired for the validation of
system reliability. This is an issue which has been strebgeskveral authorse(g, [31]),
but not yet resolved. It will therefore be considered as gpoirtant topic in this thesis. A
related dependability attribute is teafetyof the system, as defined next.

Definition 2.5 Safetyis the property of a system that it will not endanger humae dif
the environment [226]. O

Safety is a very important requirement for any transpartathode. Apart from the safety
potential of ADASs on a macroscopic scale, as discussed apteh 1, the safety of the
individual system itself should also be validated. In theoapace industry, safety standards
typically require that the probability per hour of a hazarithveatastrophic consequences
(loss of life) be less than 18 [182]. Considering the trend towards automated vehicle
control, an ADAS should also be expected to exhibit such b ldgel of safety [91]. How-
ever, the environment of an airplane is less complex thanyeday traffic, whereas the
occurrence rate of potential hazards is much greater for ¢hea for an airplane [219].
This implies that safety is a critical issue for ADAS valiat, because of the complex and
safety-critical nature. In the automotive industry theicality of a system is usually quan-
tified using safety integrity levels [121], and system safeevaluated using tools that rely
on failure probabilities, such as fault tree analysis (F&Ag failure modes, effects, and
criticality analysis (FMECA) [7].

In addition, we need to validate the safety of an ADAS, basedhe complexity of
the traffic environment. Associating the notion of safetylmthe absence of a collision,
the safety of a particular scenario can then be defined with@dean valueco € {0,1},
wherepco = 0 means ‘no collision’, andqo = 1 means that the situation would require an
intervention by the driver to prevent a collision (or thatatual collision occurs). In this
way the safety of the controller can be defined as a collisiobability per hoump € [0, 1].

However, a Boolean safety measures cannot distinguisteitettel of severity between
different situations for whichpcoy = 1 or pcon = 0. Instead of a Boolean safety measure
in terms of a collision indicator, we therefore require atowmous safety measure. The
minimum TTC valuérrc, min indicates how imminent a potential collision has been dyrin
a scenario within the time interval [@n.

- : X (t)
trre min = te'[’g,{g]d] ( Vr(t)) . (2.38)
The TTC is a good indication of the safety of the system, asgieed by the driver. Itis
commonly recognized as a rule of thumb that drivers staragoghose attention to the lead
vehicle when the TTC falls below 9 or 10 s [57], and start tolgppaking around;rc =6 s.

Since the use of TTC only makes sense during closing situstiout not for tailgating
situations, we also define the minimum value for the time heagd, min that occurs during
a particular traffic scenario. In case a collision does qdbervalues fotrrc min andty min
are both equal to zero. We therefore define continuous mesurthe collision case using
the crash velocity.q, €.9, for use in validation of a PCS.
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Reliability and safety are closely related from the viewpaif the driver, who perceives
safety in terms of the failure of the system to adequatelgard to a hazardous situation,
e.g, a missed alarm. However, the terms safety and reliabifigyret equivalent, since a
safe system may still be unreliable, and uncovered hazardssery reliable system may
have hazardous consequences. Although safety and rijisdnimetimes have conflicting
requirements, one aspect that contributes to both is faleitance, which can be defined as
follows.

Definition 2.6  Fault toleranceis the ability of a controlled system to maintain its control
objectives despite the occurrence of a fault, where a dajradof control performance
may be accepted [20]. O

The fault tolerance of the system can be validated as thigyadithe control system to
manage faults that otherwise would lead to failures on systwel:

Per=1- Nfailures, (2.39)
Nraults

whereNquiis are the number of faults that occur in the system gl es are the number
of failures that remain and affect the operation of the syst&his fault terminology is
described further on in Section 2.5.1. The fault tolerarfce gafety-critical system can be
improved through a variety of methods, as will be furtheestgated in Chapter 3.

2.3.6 Compatibility with operating conditions

The requirements presented in this section are summarniz&dhble 2.3. Unfortunately,
these stringent requirements are often in contradictioihéoincreasing complexity of an
ADAS controller and its environment. Usually the enviromtsg compatibility is defined in
terms of environmental disturbances and ambient conditioat the system should be able
to withstand. However, we would like to define the complewityhe operating conditions
in a more quantitative way in relation to the above-mentibperformance measures.

The operating conditions can be grouped in a multi-dimaraiparameter s&?, which
is ann-dimensional set of all possible parameter combinatipasQ c R". The vector
consists of initial conditions, scenario parameters, adrimput, disturbances, and failure
modes. Since the performance is often validated by a prbstbmeasurep, depending
on the occurrence rate of scenarios, we also need to defipedhability distribution ofQ.
The subsets of and their (multivariate) probability functionfe will be investigated next.

2.4 Scenario definition by microscopic traffic modeling

The performance measurgsre mainly affected by the traffic environmeing,, the motion
of other vehicles. Since this motion enters the system titrélie environment sensor, they
are grouped in an input disturbance vedgsic, as was illustrated in Figure 2.5.

2.4.1 Single-lane traffic modeling

Traditionalmacroscopidraffic models treat vehicles as homogenous flows that olbegisi
speed-flow relationships (seey, Tampére [232]). However, this approach is inadequate for
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Table 2.3: Summary of requirements.

Measure Type Symbol or Definition Criterion (if available)
Stability

Individual vehicle stability Boolean lig, o6, limg_, 08 0

String stability Continuous [|H(S)|co 1

Performance

Response time

Tracking error

Robustness

Control effort

Continuoustgejay

Continuous || &
Xret(S) 0o
Continuous A
Xr,m(S) =X (9) || »

Continuous [u(t) | pow

Comfort

Naturalistic driving behavior
Longitudinal acceleration

Continuous [[x,, ref(t)—xr(t)Hpow
Continuous | ajong(t) |

ow

Warning timeliness Continuous &jme P FCW: std{&jme} < 1S
Dependability

False alarm rate Boolean  prp FCW: 104, ACC: 10°
Missed alarm rate Boolean  pen 1073

Correct alarm rate Boolean  pcp 0.99

Reliability Boolean Prel 0.99

Collision rate Boolean  Peoll 107°

Fault tolerance Boolean  per 0.99

Minimum time-to-collision Continuous trrc, min <6s

Minimum time headway
Crash velocity

Continuous th min
Continuous V¢

<0.5s

the system-level validation of ADASS, as it requires actaikmowledge of the interactions
between individual vehicles. Since we are concerned witprformance omicroscopic
level, we concentrate on the development of a modeling enmient for microscopic traffic
scenarios, such that ADASs can be validated for a reprasentet of traffic scenarios.
Therefore, the macroscopic traffic flow is split up into distive subscenarios that are rep-
resentative of the scenarios that a longitudinal contg@thm should handle.

A human driver looks only several vehicles ahead (usualtydawthree [99]), and longi-
tudinal control and warning systems only consider targktoles that are either in, entering
into, or leaving the host vehicle’s lane, as illustrated iyuFe 2.8. We therefore focus the
identification of the parameter set simgle-lanescenarios, which are defined as follows.

Definition 2.7 A single-lane scenarias a particular configuration of up to three vehicles
and their behavior in a single lane over a predeterminedgerfi time. O

2.4.2 Subscenarios in single-lane traffic

In each scenario the host vehicle is denoted as-thevehicle. An (optional) preceding
vehicle {.e., the closest vehicle in front of the host in the longitudisahse, though not
necessarily in the same lane) is denoted as the target géhitl In case oh preceding
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Figure 2.8: Top: definition of single-lane traffic. Bottonxanples of single-lane subsce-
narios. From left to right: car-following with cut-in; cafellowing; and free-flow.

vehicles, additional (optional) preceding vehicles arealed byi -2,....i —n, where the
orderi depends on how close the target vehicle is to the host in tiodigial direction.

Usually ADAS control system analysis distinguishes betweiéher free driving or car-
following. However, we would like to obtain a more completeoview of the scenarios that
an ADAS should handle. The single-lane traffic scenario édfore divided into several
subscenarios, which are recurrent behavior patterns achesh For two vehicles in single-
lane traffic the following seven subscenarios can be ideditifi

e Free-flow Vehiclei has no preceding vehicle.

Car-following Vehiclei is following vehiclei — 1 with a constant velocity.

Cut-in: Vehiclei —1 moves in front of vehiclé from an adjacent lane.

Cut-out Vehiclei —1 moves out of the lane of vehidléo an adjacent lane.

e Lane-changeVehiclei changes lane and enters another subscenario in an adjacent
lane.

Approach Vehiclei drives towards vehicle- 1 in the same lane.

SeparateVehiclei -1 drives away from vehiclein the same lane.

Figure 2.9 shows a top view of the subscenarios togethertwithgraphs of parameters,
which contain the vehicle’s velocity profiles (left) and tredative distance (right) during
the subscenarios. For example, an approach maneuverltypéazads to a car-following
situation, after which the host vehicle may undertake a-ldrnge or the target vehicle
a cut-out. The interaction between the different subséesds illustrated in Figure 2.10.
The subscenarios are considered as individual modes, wheteansitions between those
modes are depicted by the arrows.

The following subscenario configurations are possible sea# zero, one, or two pre-
ceding vehicles. The most basic configuration for a singteslscenario is in case of a single
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Figure 2.9: Overview of the subscenarios in single-landfita On the right the velocity
profiles of the target vehicle (grey line) and host vehiclack line), as well as the distance
between the vehicles, during the scenario are shown. Nateathen no target is present,
the states v and.»are zero.
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vehicle. The only two possible subscenarios for singlelseenario with one vehicle are
free-flow and lane-change. For the single-lane scenariwsisting of two vehiclesi(and

i —1), five configurations are possiblear-following, cut-in, cut-out lane-changeandap-
proact?. The configurations for single-lane scenarios, consigtiriyree vehiclesi(i-1,
andi —2) are slightly more complex. Therefore the 3-vehicle canfijons are described
in two steps. First, the possible subscenarios betweeicleshandi — 1 arecar-following,
approachandlane-changeSecondly, there are five possible subscenarios betwedériageh
i —1 andi —2: car-following, cut-in, cut-out lane-changeandapproach resulting in a total
of 15 configurations for single-lane scenarios with thre@sles.

2.4.3 Modeling and calibration of single-lane scenario pameters

In order to derive probabilistic performance measurespeesentative probabilistic model
should be investigated. The subscenarios are charaddrznitial conditions, such as

the initial vehicle velocities;(0) and the initial distancg(0). Another relevant scenario
parameter is thduration T; of the subscenarig i.e., the time frame over which to evaluate
the performance of the ADAS, after which a transition to atrsesbscenario occurs. This

2|n the remainder, the subscenasieparates integrated in the car-following subscenario.
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Figure 2.10: The relations between the different subsdesan single-lane traffic.

duration is determined by the duration of the subscenasabahplies to the host vehicle of
the configuration. As an example, the scenario durationgjurg 2.7 are 5.3s, 5.0s, 6.0,
3.0s, and 6.7 s respectively. Furthermore,dlbeurrence rateof the configuration repre-
sents how often a particular configuration occurs, and isrdehed by the multiplication
of the occurrence rates of the subscenarios in the configarat
The scenario parameters of the above-mentioned subsosr@ae modeled by proba-
bility density functions (PDFs). In case a parameter is uretated, the PDF of a normal,
log-normal, or Laplace distribution will be used. The notwligtribution of a variateX is
given by
(X) _ 1 e_();;;zl,)z
f U\/E )
wherey is the mean, and is the standard deviation of. The log-normal distribution of a
variateX > 0 is given by

(2.40)

=(nX-)?

e 202 | (2.412)

1
X) =
) oV2rX
wherey ando are the mean and standard deviation of the variate’s I¢gariFinally, the
Laplace distribution oK is given by

~IX=p]

f(X)=2—1§e s, (2.42)

wherey is a location parameter, ands a scale parameter.

In a next step these parameter models must be calibratedbstttiata in order to form a
representative set for microscopic traffic simulation. Seltraffic databases are available,
each containing a considerable amount of useful data fffictraodeling. Examples are the
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Table 2.4: Calibration results for the occurrence rate oEbaubscenario.
Subscenario Occurrence rate per hour  Total duration [%0]

Free-flow 16 137
Car-following 88 670
Cut-in 21 21
Cut-out 29 33
Approach 15 3%
Lane-change 42 .8

CAMP database [170-172] and the SAVME database [143]. Winfately these databases
do not distinguish between different types of scenariosdachey contain information on
the occurrence rate and initial conditions of each subs@ena

We therefore use raw data obtained from an instrumentedfdaedCalifornia PATH
program [36]. This database contains measurements ofarglgehicle states, such as po-
sition, velocity, acceleration, steering angle, throgttegyle, and brake use during hundreds
of hours of highway driving by several subject drivers. $urrding traffic is monitored by
radar to record the distance and relative velocity to priegeeehicles. Furthermore, video
recordings of the driver and the forward scene allow to aaieg the scenarios and assess
driver behavior.

Unfortunately, the large amount of raw data requires postgssing before it can be
used for validation of ADASSs in single-lane scenario sintioles. First, the data has been
assigned to one of the subscenario categories, as wasatkin Figure 2.7. Next, the cal-
ibration of scenario parameters has been performed usiraxamam likelihood estimation
on the parameters of the PDFs in (2.40)-(2.42). We refer4d][for further details on the
data-extraction and calibration procedures that were.used

Table 2.4 shows the calibration results for the occurreateeaf subscenarios. Secondly,
the calibration results for the subscenario duration apgigded in Figure 2.11. The distri-
bution of the initial relative velocity;(0) is shown in Figure 2.12. Note that no fit was
performed for free-flow, due to the absence of a target vehlieavingv;(0) undefined. In-
stead, the velocity parameter to be estimated for free-fatlve ratio between the velocity
v(0) and the speed limitmit, as shown in Figure 2.13. For subscenarios other than free-
flow, the initial distancex;(0) is a function of the initial velocity(0). We therefore need a
bivariate normal PDF, which, in case of correlated varixeandX, is defined as

Xy

xge 2 e s (el )

214/ det(Sxsz)

whereSy, x, is the covariance matrix fak; and X, pux, is the mean oK, andpy, is the
mean ofX,. In order to fit (2.43) to the raw vehicle data witha = log(x;(0)) andX; = v(0),
the parameterSy, x,, jtx,, andpuyx, are calibrated. The results are given in Figure 2.14.

(2.43)
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Figure 2.11: Calibration results for the subscenario duost
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Figure 2.12: Calibration results for the initial relativeslocity (0).

2.4.4 Calibration of the Gipps driver model

Apart from initial conditions for the traffic scenarios, thehavior of vehicles during the
scenarios must be modeled. If the host vehicle is controesllongitudinal control system,
it does not require a driver model. However, a driver modeédguired for simulation of
preceding vehicles, as well as for providing a referenceddision warning systems. We
therefore calibrate the parameters of the Gipps driver irfodéhe individual subscenarios.
Recall from Section 2.3.4 that the Gipps model is charazedrby:

e The maximum allowable acceleration of the host vehiglgx.

¢ The estimate of the most severe braking deceleraiigy that the driver of vehicle
wishes to undertake.

¢ The ratio between the desired velocity and the initial vigyosy,i = Vet i /Vi(0) that
indicates whether the driver would like to accelerate oetlate.

e The driver reaction tim@eac

Normal PDF with
1 =0.96363,
o2 =0.0049135

0.5 0.75 1
V(0)/Viimit [-]

Figure 2.13: Calibration of the ratio of initial free-flow l@city and the speed limit.
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Table 2.5: Calibration of the ratid\,; for vehicles 1 and 2, using the Laplace PDF (2.42).

Subscenarios
Car-following Cut-in  Cut-out Approach Lane-change

. Meanj: 103 099 101 109 101
Vehicle 1 .
eNICe L scalinge 0.09 012 008 011 011
. Meany: 1.01 099 100 098 101
Vehicle 2 o alinge 0.03 001 001 005 002

From the experimental data the maximum allowable accéberaf,a« is fitted by a log-
normal distribution
amax ~ 10g-N(0.44,0.17). (2.44)

This model is valid for all relevant subscenarios in the Erigne, since the allowable
acceleration of a vehicle is considered independent ofthscenarios. According to Gipps
[86] the most severe deceleration for the host vehideelated to (2.44) and given by

Amin;i = —28max- (2.45)

Furthermore, the maximum deceleration by vehiel&, as estimated by the driver of vehi-
clei, is given by
_ Amini —3

Amin,i-1 = Y (2.46)

The distribution of the driver reaction tinigacis given by [56] as
treaCN |Og 'N(_031, O:I.G)7 (247)

which corresponds to the experimental data. Finally, thie keetween the desired velocity
and the initial velocity\y; = Vret,i /Vi(0) are calibrated from the experimental data, as shown
in Table 2.5.

2.5 Impact of disturbances and faults on dependability

The previous section has presented the set of traffic scentirat forms the input to the
ADAS control algorithm. Unfortunately, as indicated in &ig 2.5, the ADAS is also sus-
ceptible to uncontrolled and unknown, but bounded, distudes. The system is affected
by parametric uncertainty in the form of measurement neis#fecting the measurement
vectorz. These are disturbances originating from environmentdlambient conditions,
such as temperature, rain, snow, light, vibration, eles&gnetic disturbances, and fog.
The measurement noise is usually Gaussian distributedildsvghown later in Chapter 3.

In addition, the driver forms an important source of disturbes, such as distraction,
over-reacting, panicking, and ignorance. However, theu@mfte of these psychological
driving attributes on the system dependability are diffitmlguantify and will not be inves-
tigated in this thesis. Instead, driver behavior is modéle®DFs of specific driving style
parameters (as discussed above), which enters the systerea®rdyiver-

Furthermore, the simulated systébgm that is used for controller synthesis and anal-
ysis, always exhibits parametric uncertainty due to modeérrors and variable system
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parameters, as well as unstructured uncertainty due to del®ed dynamic;. All this
uncertainty is grouped in the vectAre D.

One of the main requirements for any control system, is thas robust stability and
robust performance in the presence of the disturbance wéctdrhe issue of robust per-
formance and robust stability for ACC-equipped vehicles been investigated by several
authors [154, 267], but only for the linear case, with a sengntroller, and for individ-
ual disturbances. Instead, it is of interest to investigfaterobustness of a complex ADAS
controller for a multivariate disturbance set.

Some perturbations on the system cannot be taken into acastmormal’ disturbances,
but can better be regardedfasiits These faults are unpredictable perturbations that may
seriously influence the performance of the ADAS.

2.5.1 Fault terminology

The potential decrease of controller dependability unterinhfluence of faults has been
well researched since the 1970s, as summarized in the ibatoverview by Isermann
[113]. First we provide definitions for the fault terminolo@s developed by Patton [186]:

Definition 2.8 A fault in a system is a non-permitted and unpredictable deviatfca o
characteristic property of the system that leads to thelibato fulfill the intended purpose
of that system. O

Under certain conditions, a fault can manifest itself aseaor, i.e,, a deviation be-
tween a measured value (of an output variable) and the tlue.vAlthough a fault remains
localized in the affected code, circuitry, or subsystemltiple errors can originate from
one fault site and propagate throughout the system. Althafult may be a tolerable
malfunction, an error may inducefailure, i.e., a deviation from the appropriate system
behavior and consequently partial or complete breakdovencoimponent or function. The
various ways in which failures occur are calltdlure modes A failure forms ahazard
if it can lead to undesired consequences, such as an acaifem certain environmental
conditions beyond the control of the system designer.

2.5.2 Classification of faults in ADASs

Faults appear in many forms and can be categorized accoalitng location within the
system, the time of occurrence and duration, and the forrhefault. The starting point
for a dependable ADAS design is knowledge about faults theat atcur in a system. The
functional decomposition of an ADAS, as shown in Figure 2at support the identification
of faults that can occur during the design and operation efsystem, and the hazards
associated with them using FTA and FMECA tools.

Figure 2.5 illustrates the occurrence of faults in both heg and software. However,
software faultds,, are always the consequence of incorrect specification agmlesnd are
usually systematic. Hardware faults include faults in senf;, actuators,, mechanical
component failure§; in the vehicle itself, controller hardware, and communaabusses.

Faults are also classified according to their time behawWataupt, incipient or inter-
mittent faults. Abrupt faults occur instantaneously andeha step-like behavior. Incipient
faults have a drift-like behavior and have a slowly paraimeathange. Intermittent faults
appear and disappear repeatedly and have a temporary effect
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2.5.3 Modeling the form of a fault

Looking closer at the effect of faults on the system, we catirdjuish betweeadditiveand
multiplicative faults, as described by Patton [183]. In practical applicet, some faults
have the effect of deviations on the system’s dynamic patemsieas incorporated in the
system matrixA. These are effectively multiplicative faults that maniféseemselves as
a multiplication of state or control signals with paramedewiations. Other faults have
an additive effect upon the system inputs and/or outputsleeefore affect these signals
additively. We can refer to these as additive fault signals.

Faults in environment sensors

Sensor faults are discrepancies between the measuredtaiathadues of individual plant
variables. These faults are usually considered as additidependent of the measured
magnitude), though some sensor faults (such as complétecfaesulting in zero signal)
may be better characterized as multiplicative.

Although vehicle state sensors are very reliable, a failure wheel speed sensor, ac-
celerometer or yaw rate sensor can be safety-criticalhEumore, GPS satellite navigation
is a relatively unreliable source of position informatiordas therefore usually combined
with information from inertial sensors (accelerometerd gaw sensors) and wheel speed
sensors. Environment sensors are even more safety-Gritieeause they provide inter-
vehicle information, which is crucial for longitudinal ctwal. A number of sources describe
the faults that may occur in radar, lidar, and vision systgn452]. These faults are typ-
ically caused by multi-path reflections, ‘ghost’ objectgather conditions, vibration, or
hardware failure.

Networking faults

Nowadays, in-vehicle networking is primarily performeéhgsthe CAN protocol, and CAN
bus failure can be a very critical source of errors [12]. V\#Gaisafety-critical factor be-
cause it passes the speed and acceleration of precedirtpgaii the vehicles behind. The
performance of VVC largely depends on its power, signal @ssing techniques and other
algorithms, inter-vehicle distance, the environment, atiebr interferences. For example,
a large obstacle or a building between two vehicles may caiggal loss. Signal loss is
typically a multiplicative fault and has an abrupt form.

Actuator faults

Actuator faults are discrepancies between the input cordroéan actuator and its actual
output. Actuator faults are usually handled as additivthaaigh some faults (complete
failure) may better be described as multiplicative. Aabudaults in longitudinal vehicle
control systems relate to the engine and the braking systehraee very safety-critical.
The most hazardous actuator fault is that an electrohyidrardke system fails to energize,
which may prevent the vehicle from slowing down.

Process faults

Additive process faults are unknown inputs acting on thatplahich are normally zero and
which, when present, cause a change in the plant outputpéndent of the known inputs.
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Multiplicative process faults are changes (abrupt or ga}dn some plant parameters. They
cause changes in the plant outputs, which depend also ordtipeitude of the known inputs.
Process faults can occur in any mechanical or electricalysibm of the vehicles.g, a flat
tyre. However, these are usually prevented by regular maémtce, and fall outside the
scope of this thesis.

System modeling

Additive and multiplicative faults enter differently in¢hstate space model (2.14). The
system is subjected to disturbandes D, actuator and sensor faufts F, process noisw,
and measurement noige Considering the fault and disturbance vectors as purelitiae,
such a system is modeled as

X AX+BU+E2d2+F2f2+W, (2.48)
y = Cx+Edq +Fqf1+v. (249)

whereE; andE; are the unknown input matrices, aRd andF, the fault entry matrices.
The vectorsv andv are Gaussian white-noise processes.

2.6 Summary

Since the research field concerning ADASS is very broad,dmépter has briefly outlined
different types of ADASSs, such as driver warning systemsgitudinal control systems, and
pre-crash systems, as well as the relevant enabling temtiesl The application of these
ADASs and technologies will be illustrated with three casel®s later on in this thesis.

The discussion of these systems and technologies has gldighied some challenges
regarding the development of ADASs. The main challenge satisfy stringent perfor-
mance and dependability requirements, regarding striagjlgy, naturalistic driving be-
havior, reliability, safety, and fault tolerance. The degability requirements are particu-
larly relevant, because of the increasing complexity ofABAS, the vehicle, and its traffic
environment. Apart from usual perturbations, such as traffenarios, there are also distur-
bances which have to be taken into account during the operafithe system. In addition,
a major safety-critical factor is the occurrence of faudtspecially in environment sensors,
GPS, and VVC. The controller then receives incorrect infation about its environment,
in case no backup system is available.

A consequence of the safety-critical operation is that #resarial platform and con-
troller will be required to exhibit a very high level of faultlerance. In the next chapter
we will therefore present a fault-tolerant state estimmagstem using sensor fusion tech-
niques. However, these fault management features makeDA& A&ven more complex and
difficult to thoroughly understand. This also underlines tieed for a thorough design and
validation methodology, which will be investigated in Chexs 4 and 5.



Chapter 3

Fault-tolerant state estimation

The previous chapter has shown that an advanced drivetaagsissystem (ADAS) has to
combine adequate performance with high dependability,ish#o give appropriate alarms
and to take correct actions at the right moment for a wide fseperating conditions, even
in the presence of safety-critical disturbances and failnodes. Nominal and robust per-
formance can usually be guaranteed by robust control tquaksi The question then arises
how faults, if they occur, can be managed in order to achiedependable system. This
chapter will therefore investigate methods for fault masmagnt, as defined in Objective
2 on page 8. These methods are illustrated by the design afltatééerant state estima-
tion system for two demonstrator vehicles. Section 3.listaith a general introduction
to the topic of fault management and further outlines thd gbthis chapter. Based on a
review of the theory and state-of-the-art on model-basatt éetection in Section 3.2, a
suitable configuration for sensor fault management is telecSection 3.3 introduces the
two demonstrator vehicles and the sensor faults that shmulanaged. In Section 3.4 a
vehicle state estimator is developed for the nominal caslks&juently, in Sections 3.5 and
3.6 fault management systems are developed to handle iiawkicle state sensors and in
environment sensors, respectively. Finally, Section 8rittudes the chapter.

3.1 Introduction to fault management

Since faults may significantly degrade the dependabiligmopADAS, much effort is placed
on fault preventionin the design process affidult removalduring the testing of a control
system [141]. However, a dependable design should alscigatie the occurrence of faults
during system operation, makirigult tolerancean important system attribute. Fault tol-
erance can be achieved by a combinatiomblistnessndredundancyon various system
levels: on the architectural level, in hardware componeartd in the control system itself.

3.1.1 Fault-tolerant system architecture

Fault tolerance for automotive mechatronic systems ie@singly provided on system level
by choosing a suitable distributed control architectur®.[6The dependability of a dis-
tributed system is increased by allocating subfunctioriegically or physically separate
subsystems that cooperate to achieve the required systenidiality. In addition, it may

47
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provide more flexibility in design and increase the perfanoeof the system by load shar-
ing and more computing power. However, distributed coraiteb introduces additional
complexity, costs, weight, and packaging problems [135].

3.1.2 Robustness and redundancy for component fault tolerece

Obviously, the dependability of a system can be increasadpyoving the hardwareo-
bustnes®f its components. However, hardware is likely to fail ewsllly and increased
robustness is associated with exponentially increasistscsuch that faults can never be
completely avoided, in which case the system must stillliikhome form of fault tolerance.
A more sensible option would therefore be to implenfesrdware redundancgywhere
dependability is provided by a backup component. In thesgerce industrgtatic redun-
dancyis often implemented, where three or more modules perfoersdme task on an
input signal in parallel. A voting mechanism compares tbeiput signals and decides by
majority which signal value is the correct on®ynamic redundancgn the other hand,
requires only one module in operation, and if it fails, a hgtknit takes over. An example
is a hydraulic backup in current electromechanical bralstesys [122]. Again, some sort
of fault detection is necessary to observe whether the pyic@mponent has failed.
Unfortunately, hardware redundancy is often not acceptablautomotive systems, due
to constraints on costs and available space. Furthermauks fare not always caused by
faulty hardware, but may also result from specific operatiogditions. Instead of adding
extra hardware, we will improve fault tolerance éyalytical redundancythat is, by imple-
menting a mechanism for fault detection, state estimatiod,control reconfiguration.

3.1.3 Fault tolerance for control systems by analytical redndancy
Passive fault tolerance

In a feedback control system, small additive or multipiieafaults in the system are cov-
ered by usual robustness properties of the controller [ZR6bust control is often referred
to aspassiveault tolerance. The impaired system continues to operdtetive same con-
troller with the original control objective, but this comatsthe cost of a trade-off between
the level of robustness and nominal system performanceasa of large faults, the con-
trolled system may even become unstable, which underlirasded for aactiveapproach
to fault tolerance.

Active fault tolerance

In order to provide an active fault-tolerant approach bylgiwal redundancy, the occur-
rence of a fault must be detected, diagnosed, and handlésifalit managementrocess
consists of the following steps, as illustrated in Figurk 3.

Fault detection the indication that a fault has occurred.

Fault isolation the assessment of the exact location of the fault.

Fault identification the identification of the type and magnitude of the fault.

¢ Control reconfigurationthe accommodation of the effect of the fault by changing the
control parameters or control structure.
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Fault detection Fault isolation Fault identification Control reconfiguration

Figure 3.1: The consecutive steps in fault management.

The first two steps are often grouped together as fault deteand isolation (FDI). When
the fault identification function is included along with Fte process is referred to as fault
detection and diagnostics.

Depending on the type of fault, the reconfiguration may cleahg structure and/or pa-
rameters of the controller, in order to achidaelt-tolerant control(FTC). Supervisioris
thus required to monitor whether the control objective ig.nfenot, the supervisor should
modify the control structure and/or parameters that magédited closed-loop system meet
the objective [20]. In order to accommodate a faghaceful degradatiorof the system
functionality may also be necessary, where the supervaoulates a revised control ob-
jective with a degraded (but still acceptable) performantilst supervision is essential
for active FTC, this research area has only received littention [19].

Fault-tolerant control is a multi-disciplinary field of e=rch, where a variety of issues,
such as reliability, redundancy, reconfiguration, robeissrand supervision, all contribute to
the overall fault tolerance. Especially the integratiof-Bil and FTC methods is necessary
for achieving a truly dependable system for safety-critiggplications. The objective of
this chapter is therefore to integrate several methodsdiaiRd FTC with the aim of fault-
tolerant state estimation for ADASS.

3.2 Model-based fault detection and isolation

Currently, fault detection methods for automotive appiaas are usually based on model-
freeplausibility checkingwhere a sensor measurement is simply compared to a thdeshol
In case of a fault€.g, an ABS sensor fault), the system goes into a fail-safe madd,
a warning is communicated to the drivez.g, by lighting up a warning display). The
advantage is its simplicity, requiring little implementet effort. However, only large faults
(e.g, complete failure) can be detected and more detailed féadnasis is not possible.
Furthermore, with increasing automation of the drivingta®liable fault detection and
analytical redundancy will be necessary for safety-aiti@hicle control functions.

Considering the complexity of the operating environmenbdel-basednethods for
FDI will be more suitable. Many different approaches for Fialve been developed since
the 1970s, as summarized in several textbooks [11, 32, B), ib®rder to achieve fast and
robust detection of faults. These methods have been agpliediariety of safety-critical
industries [113], such as the chemical, aerospace, andamindustry. From the 1990s, FDI
has also been increasingly researched for automotiveal@ytstems [111]. This section
gives a brief overview of these FDI methods and the posBéslfor their application to the
fault types that were mentioned in Chapter 2.

Quantitative model-based FDI methods use measured ingnalsuny(t) and measured
output signalz(t) of the process to derive characteristic values of the pmich as model
parameters or state estimat€t). These estimates can be compared to the corresponding
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Figure 3.2: Schematic diagram of model-based fault managgm

measurements and the resulting differences arestidualsr (t) of the fault detection pro-
cess. The deviation of residuals from the ideal value of ietioe combined result of noise,
modeling errors, and faults. Bshange detectiomethods these residuals are analyzed and
changeg(t) can be interpreted as fauli@), as illustrated in Figure 3.2. Residuals can be
generated using a variety of methods, depending on the tygpéoaation of the fault.

3.2.1 Parameter estimation methods

Parameter estimation can be used to detect process fatksS#ults are reflected in process
parameters, as discussed in the tutorial paper by Isernid@y.[The comparison of refer-
ence parameters of input-output models with the actual mmedgparameters can indicate
the appearance of the fault. Generally speaking, the irdtion gained from parameter es-
timation is very high, especially for multiplicative praesefaults. A further advantage is that
they are less sensitive to noise than the other methodsnteesim this section. However,
as the aim of this chapter focuses on sensor fault deteetiewill further investigate other
model-based fault detection methods.

3.2.2 Dedicated state estimators

For an observable system the system state can be estimateddnsor measurements using
a variety of observers. Dedicated observers excited by aesorement; can be used as
a baseline solution. From this observer input the otherwatpan be reconstructed in the
vectory and compared with the corresponding measurenenifis allows the detection
of single sensor faults, as presented by Patton and Chef [IT88 applicability of each
of the observer types depends heavily on the specific prqldepecially on the degree of
analytical redundancy provided by the process measurement

In case of a stochastic process, a Kalman filter can be usstiittete the state of a linear
dynamic system that has been perturbed by Gaussian white f@62]. The stochastic
innovations of a Kalman filter can indicate a change in therial state of the process and
are useful for fault detection purposes [185].
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Since dynamic systems often exhibit nonlinear behaviorpm@linear observer or an
extended Kalman filter (EKF) may also be applied [252]. TheFHikearizes the system
around the current state by calculating the Jacobian ofrtbeegs and measurement models.
EKF-based sensor fusion is often used for state estimafipifications,e.g, in vehicle
navigation systems [60]. Although the EKF is an effectiviigon, there are drawbacks to
this filter. One is that, if the system is highly nonlinear tmearization might introduce
substantial errors in the estimation and might lead to dieece of the EKF. Furthermore,
if the noise distribution is not Gaussian, this could pragladditional errors in the estimate.
These robustness issues should therefore be taken intardéndhe design of the filter.

In the previous chapter, a linear continuous-time repragiem of the system was used
for reasons of transparency, see (2.14). In this chapteeeagnize that a vehicle system has
nonlinear dynamics with discrete-time measurements. \Weefbre consider a nonlinear
discrete-time representation, using a general stochdiffécence equation for the process

X(K) :f(x(k—l), u(k—l),w(k—l)) (3.1)
and for the measurement
z(K) =+ (x(k), u(k),v(k)). (3.2)

The nonlinear functioif relates the state(k) at the current time stelpto the statex(k—1),
the control inputu(k-1), and the noisev(k—1) at the previous time stdp-1. The non-
linear functions relates the measuremer(k) to the statex(k), the inputu(k), and the
measurement noisgk).

The variablesv(k) andv(k) are assumed to be Gaussian distributed with zero mean and
a covariance represented by the covariance matvicasdV, respectively:

w o~ N(O,W), (3.3)
v o~ N(OV). (3.4)

Two kinds of estimation errors can be defined, gheriori estimation erroe(k|k-1) and
thea posterioriestimation erroe(k). They are described by

eklk-1) = x(K)-x(Kk-1), (3.5)
ek) = x(K)-%(K), (3.6)

wherex(k|k-1) is thea priori state estimate based on knowledge of the process up to step
k-1 andX(k) is thea posterioristate estimate based on measuremzRjp to stefk. The
covariances of these estimation errors are defined by

P(klk-1)

E{ e(klk—1)(e(k|k— 1))T}, (3.7)
E{e(l(e()" }. (38)

whereP(k|k-1) is thea priori estimate error covariance aR¢k) the a posterioriestimate
error covariance.

The first step in théime update stagef the EKF algorithm is to project the state and
error covariance ahead by

%(k|k—1)
P(klk-1)

P(k)

f(%(k=1),u(k-1)), (3.9)
AKP(k-1)AT(K) +W(k-1), (3.10)
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whereA(k) is the Jacobian of the system model equations described by

of,

ALK = a_x, ((k-1),u(k-1),0). (3.11)

In themeasurement update stagee first compute the Kalman gain as
K (k) = P(k|k—=1)CT(k) (C(k)P(k[k—1)C"(K) +V(k))_l , (3.12)

whereK (k) is the Kalman gain that minimizes tleeposterioriestimate error covariance
P(k), andC(K) is the Jacobian of the measurement functioaccording to

Gk = g—; (%(KIk~1),u(K),0) . (3.13)

The state estimate and the error covariance are then updilketthe measurement

k() = x(kk-1)+K(K) (z(k) -k (X(k| k-1), u(k))) , (3.14)
PKk) = (I - K(k)C(k))P(k|k— 1). (3.15)

The residual
r(k)=z(k)-# ()?(k|k—1), u(k)) (3.16)

reflects the error between the predicted measurement bytieéidn 4 and the real mea-
surement fronz(k). In case of a fault in one of the inpuig or measurements, the residual
ri will diverge from its nominal value around zero, such thaaaltf can be detected. The
changec in the residual vectar can then be compared to knofiault signatured to diag-
nose the type and location of the fault. Fault diagnosisvélfurther discussed in Section
3.2.8.

3.2.3 Fault-detection filters

In order to facilitate this fault diagnosis process, faldtection filters can be designed that
yield multi-dimensional residuals that point in a partenudiirection, depending on the type
of fault. These filters have a special choice of the obsemediiack gain, such that the
residual vector has certain directional properties [38pldces the reachable subspace of
each fault into invariant subspaces that do not overlap.nTiden a nonzero residual
is detected, a fault can be announced and identified by pghogethe residual onto each
invariant subspace.

3.2.4 Unknown input observers

In case a fault occurs in a system inputenknown input observenay be used, where one
of the inputsu; is taken into account as an augmented state [252]. The g@meodu;(k)
is usually modeled after@ndom walkprocess as

() = uj(k— 1) +wy, (k- 1), (3.17)
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with wy, (k) a white noise sequence, representing the uncertaintyeimgut. In case of an
unknown inputuj, we can rewrite (3.1) as

X'(K) = F(X'(k=1),u' (k- 1),w'(k-1)), (3.18)

wherex’ = [xT Uj]T is the augmented state vectaf(k) is the vector of known inputs,

andw’(k) = [WT wuj} " the augmented process noise vector. Correspondinglyytioess
covariance matrix (3.3) and the Jacobians (3.11) and (Ba\&) to be modified. With regard
to FDI, the unknown input observer is very useful in detegfawlts in actuators or other
system inputs.

3.2.5 Generalized observer scheme

In addition to using a single observer, a bank of observaereaused, excited by all out-
puts. This is useful if the faults inflict changes on the intdistates of the process. With
a bank of observers, dedicated observer schemeach driven by a different output, re-
dundant state estimates become available, and even traidetef multiple sensor faults
becomes possible. FDI using a bank of dedicated observelsgeam successfully applied to
longitudinal vehicle control [101]. However, it is oftentymssible to obtain an observable
system using only one input.

A generalized observer schemeovides a more suitable solution, which implements
a bank of observers with each observelriven by all but thei-th measured variable, as
illustrated by the example in Figure 3.3(a). The residuatmer; from thei-th observer is
then sensitive to faults in all but theh sensor. Subsequently, all but one observerifthg
will respond to a fault in thé-th sensor. The generated residual set will therefore tse les
sensitive to modeling errors and unknown disturbances;lwimproves the robustness of
the FDI system and reduces the false alarm rate. Howeverpstdor this robustness is the
ability to detect only a single fault at a time in one of thesans of the system.

3.2.6 Parity equations

Parity equations are a relatively simple and straightfedagpproach to construct resid-
uals that carry fault information, independent of systerarafing conditions and system
inputs under nominal operating conditions. Parity equesticequire the knowledge of a
fixed parameterized model that serves as a reference forelsured behavior, such that
the residual is constructed by

r=z-y. (3.19)

Under nominal (fault-free) conditions these residualglate around zero below the thresh-
oldsy. These parity equations are violated in the event of fablteffect the measurement
z. A fault can be detected when one or more residratsoss a thresholdri| > ;. Parity
equations are especially suitable for sensor faults [78]. l8owever, they are sensitive to
noise and the residuals are always temporal, since patigteos are open-loop by nature,
as illustrated in Figure 3.3(b).

Usually, application of a parity equation is combined witktate estimator, which pro-
vides the reference signgl The application of parity equations for fault detectiorairto-
mated longitudinal control was demonstrated by CalifofPAdH in [33] (in combination
with fault detection filters) and in [101] (in combinationtivia dedicated observer scheme).
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Figure 3.3: Examples of model-based FDI: (a) generalizedesber scheme; (b) parity
equation.

3.2.7 Change detection methods

After the generation of a residual, a fault should be detebtechange detection methods.
Basseville [15] discusses several methods to derive a Boaletection vector. An im-
portant performance requirement for effective residualestion is thedetectabilityof a
fault. A basic solution is to detect a fault when the residwabkses a preassigned threshold
~. However, due to model uncertainty and measurement ndisaesidual will never be
exactly zero in the fault-free case, requiring a non-zemeghold. Considering a generalized
observer scheme with a sensor fault in fhth sensor, the residualg of thei-th observer
will satisfy the following detection logic:

_J 0 it (K] <qij, 1=
= . =1 3.20
Gij {1 it I >, %] (3.20)

where;; are isolation thresholds.

As an example, Figure 3.4(a) illustrates a scenario, whgtie the mean value of the
residual before the change (zero), amdthe a priori unknown mean after the change.
Unfortunately, a fixed threshold may cause false and midseohg, when it is either set too
sensitive §1) or too unresponsivey). Instead, adaptive thresholds can be used, depending
on the operating conditions. Another option may be to filker tesidual using a moving
average filter, in order to reduce the signal noise. Unfateiy, all these solutions require
a priori knowledge of the operating conditions and the residual\ieha case of a fault.

Alternatively, a statistical test can be used to check wérdtie residual has a zero mean
and unchanged variance, assuming that the EKF residual ista-noise signal. Since the
mean of the residual after the fault occurrence is usualnawn, an appropriate test is the
generalized likelihood ratio test [15]. Like most statistidetection algorithms, it uses the
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Figure 3.4: Strategies for change detection, illustratedd change in residual mean from
po=0tous =1att=>5s (a) using fixed thresholdgy and~,; (b) using log-likelihood ratio
testing, where the difference function (3.22) crossesestiwldy after a delay deay.

log-likelihood ratiosj" for observations of the residuglfrom time j up to timek:

k
r
$£=%"In Py (). (3.21)
i=] puo(ri)
The statistical approach is to use the maximum likelihoditrege foru, based on observa-
tionsrj, and estimate the corresponding probability distribugipy, andp,,,, respectively.
The log-likelihoodsy is then a measure for the likelihood that the mean value hasged
from pg to 1. A fault is detected when the difference function
I = sk—lgljlgksj (3.22)
crosses a thresholg as illustrated in Figure 3.4(b). Obviously, such a testoidtices a
detection delaygelay to allow robust detection of the residual change.

3.2.8 Fault diagnosis

After fault detection is performed, theolability of faults can be defined as the ability to dis-
tinguish (isolate) specific faults [184]. A straightforwlapproach is to use a voting scheme
to pinpoint the location of the fault using prior knowleddeparticular residual changes in
response to that fault. However, isolation and identifaratf faults is a more difficult prob-
lem than fault detection, since each fault must have a urgffeet upon the residuals for
correct isolation and identification. Although a singleidesl signal is sufficient taletect
faults, a set of residuals (or a residual vector) is requivedault isolation
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Table 3.1: Example of a generalized residual set for fawltagon.

Residualg
Sensor in demonstrator f i rp I3 4 g fg [r7 Ig
Longitudinal accelerometer f, (O 1 1 1 1 1 1 1
Lateral accelerometer o2 o0 1 1 1 1 1 1
Gyroscope (yawratesensor)f3 (1 1 0 1 1 1 1 1
Wheel speed sensor 1L 4,72 1 1 0 1 1 1 1
Wheel speed sensor 1R fs{1 1 1 1 0 1 1 1
Wheel speed sensor 2L |12 1 1 1 1 0 1 1
Wheel speed sensor 2R ]2 1 1 1 1 1 0 1
Steering angle sensor fgl12 1 1 1 1 1 1 O

To facilitate the isolation problem for model-based FDItraustured residual set is
usually generated, where each residyas designed to be sensitive to a subset of faults
while remaining insensitive to other faults. This can be dickged residual set, where each
residual is sensitive to only one fault, but with this isaatmethod it is hard to achieve
robustness to model uncertainty [185].

Instead, a generalized observer scheme uses a generabmbual set, where each resid-
ual is sensitive to all faults but one. This results in a ugi€ault signature with respect to
the occurrence of each fault, which subsequently can batesbby decision logic. In Table
3.1, each row represents a fault, where a “1” on jthb row andi-th column implies that
fault f; affects the residuaj of thei-th observer. Since each residual is sensitive to all but
one sensor fault, there exists a unique combination of tsiduwal response for each fault,
as can be seen in each row in Table 3.1. Using such a residhlgl éay single sensor fault,

f; can be uniquely detected and isolated.

3.2.9 Considerations for model-based FDI for ADASs

Large faults are relatively easy detected by the diagnosthoas described above. How-
ever, it is also of interest to know what fault size is necgsgatrigger the change detection
module. In addition to isolability and detectability, angortant performance indicator for
FDI is therefore the faukensitivity i.e., the ability of the method to detect faults of a rea-
sonably small size [70], in order to obtain an FDI system witbw missed alarm rate.
Simultaneously, the FDI system must have a certain levedlmistnesso noise, distur-
bances, and modeling error, in order to have a low false alaten Several authors, see the
survey by Gertler [70], present methods for increasing theistness of FDI systems, either
by adaptive methods, or by accounting for the uncertaintyegidual generation directly.
Kanev [130] has developed a method for fault-tolerant airtrat deals with inaccurate
information coming from the FDI scheme through the use oflcanized algorithms. This
highlights the importance of developing the FDI and FTCeystin an integrated approach.
In any case, an important requirement in highly dynamicesyist(such as automobiles)
is rapid detection and isolation of faultsg., a small value for the detection del&ay,
when using the generalized likelihood ratio test. A rapitedgon will prevent instability
of the system during the fault detection and possible regardition of the control system.
The supervisorin an FTC system must therefore maintailigyaduring the fault detection
and reconfiguration process [229] and has to avoid largsigats or discontinuities [117].
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Figure 3.5: The two Smart vehicles at the test track aroured\tbHIL laboratory in Hel-
mond, the Netherlands.

Since all methods have their advantages and disadvantagesjbination of different
methods may lead to a bettiwlt detection coverageé.e., a larger subset af that can
be detected. This will improve the dependability of the famhnagement system and of
the system as a whole. We therefore combine the generalssh@r scheme and parity
equations in the design of a fault-tolerant state estimagjstem.

3.3 Demonstrator vehicles

A demonstrator setup has been built for implementation odudt-folerant ADAS. This
demonstrator consists of two automated Smart Fortwo vehidepicted in Figure 3.5.

3.3.1 Prototype instrumentation

The Smarts are used as experimental platforms for rapidagrbtotyping purposes, and
are instrumented with electronically controlled actustdthe throttle angle is controlled by
providing an electronic interface to the motor managemgstesn. The standard hydraulic
brake system has been replaced by an electrohydraulic byakem, which provides a fast
and accurate response and higher control bandwidth. Thepsied sequential gearbox is
electronically controlled, and a steering motor is impletad for ADAS applications that
require automatic steering,g, lane keeping. In addition, communication with the driver i
provided by a control lever to receive driver inputs, and eman-machine interface (HMI)
to transmit information and warnings to the driver. Signalqessing and control algorithms
are implemented on ControlCIT, which is a real-time Linwasbd, PC/104 industrial com-
puter system, specifically developed for real-time corgrototyping of ADAS applications
[191]. The interfacing between ControlCIT, sensors, aridaors is implemented by a ded-
icated vehicle CAN bus. The instrumentation is schemadyickdpicted in Figure 3.6.
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Figure 3.6: Schematic diagram of the instrumentation of$ineart.

The vehicles are equipped with several sensor systemsateresttimation and environ-
ment detection. A triaxial accelerometer measures thel@at®na of the vehicle in the
X, ¥, andz direction. A wheel encoder on each wheemeasures the angular wheel speed
wwheelij» With i € {1,2} indicating the front and rear axle, and {L,R} the left and right
wheel, respectively. A gyroscope is used to measure the g/t The actuator posi-
tions are measured by sensors that give the steering whglel®p throttle pedal position
sh, brake pedal positios,, and gearbox positiosyear A magnetometer is used to detect
magnetic markers embedded in the road surface as an abgotitien reference. Although
magnets have been used for automatic vehicle control [2idy, are used here merely for
validation purposes. Instead, we rely on differential GBGPS) to provide global position
information, such as latitudg longituden, and heading in the World Geodetic System
WGS84. The vehicle motion is defined in the global coordiriedene {G}, which is a
right-handed Cartesian coordinate systeqyy) These axex andy are aligned with the
longitude and latitude directions (pointing north and easpectively), and centered on a
local datum (p,70) on the Earth. The orientation of the vehicle is indicatedttry yaw
angley. Assuming a spherical projection, an approximate coneafsbom global position
in the WGS84 coordinate system to the frafi@&} is given by [48]

27 Reartn (1~ €2, (cOStréo/ 180))
360(1— €2, (sin(r(o/180)R)
ZwRearth( ~ artI”D

= 3.24
Y 360(1- €2, (Sin(rCo/180)P) = o

mod (w,&r) , (3.25)

(3.23)

<
1

360
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Table 3.2: Relevant sensor characteristics of the Smarbosinator vehicles.

Sensor Signal  Unit Range Resolution Update fre-  Variance
Min. Max. qguency [Hz]
DGPS ¢ ° -90 90 1.0107 1 10.0nf
n ° -180 180 1.010”7 1 10.0nf
¥ ° 0 360 0.0078125 1 0.4rad
Accelerometer aong ~ mM/$  —19.62 19.62  0.0485 100 2.3072
Aat mi€  -19.62 19.62  0.0485 100 3.6072
Gyroscope ") rad/s -1.745 1.745 0.000244 100 1.00°°
Wheel encoder wij mis  -40 40 0.0146 100 280
Steerangle s ° -780 780 0.1 100 1.010°8
encoder bs °ls 0 1016 4.0 100 50073
Lidar ligar M 0 100 0.1 11 3.0107
Biidar  ° -25.4 254 0.2 11 3.010°2
figar M/s  —60 20 0.1 11 1.0102
VVvC X 0 400 50
Magnetometer X,y m 8.0-107% 500 5.0107°

2 The unit of the variance is the square of the parameter umiéss indicated otherwise.

whereReath= 6378137 m is the Earth radius aegd»=0.08181919 is the eccentricity of
the Earth.

The host vehicle state measurements are defined in a fr@mewith its origin fixed at
the origin of frame{G}, but its direction vectors (denoted as ‘lat’ and ‘long’)galed with
the central principal axes of the vehicle chakssis illustrated in Figure 3.7. Considering
only vehicle motion in the horizontal plane, the transfotiorafrom {G'} to {G} can be
obtained by pre-multiplication dix with the transformation matrix

6o _ |COSEY) —sin@)
G'R_[Sin(w) cos(z/;)]' (3.26)

For the purpose of environment sensing the vehicles argpegdiwith a lidar sensor,
which provides the range the range raté, and the angle to an object, measured in a
vehicle-fixed polar coordinate systefR}. The lidar can track up to five targets simultane-
ously. In addition, the vehicles are equipped with wirelesal area network modules that
are able to receive and to transmit information to otheraleBiwithin a range of several
hundreds of meters, depending on environmental condititadsde 3.2 provides some basic
characteristics for the above-mentioned sensor systems.

3.3.2 Vehicle modeling

A vehicle model is required to implement a system for vehététe estimation and model-
based FDI. Since we require a reliable model for robust FDh@inear two-track vehicle
model is set up, including engine, driveline, chassis, badg tire dynamics. Considering

INote that the direction vectors in the frari@’ } refer to thelateral andlongitudinal direction of the vehicle,
and should not be confused with the terfatude andlongitudethat are used in the WGS84 frame. Refer to the
Glossary for more information on the coordinate systemd irséhis thesis.
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Figure 3.7: Definition of the coordinate frames: (top lefifjes view of the (driven) rear left
wheel; (top right) top view of the (steered) front left wh€kbttom) top view of the vehicle
chassis. Black bold arrows indicate velocities (or rotatd velocities), grey bold arrows
indicate forces (or torques), and black thin arrows indedimensions (or angles).

only motion in the horizontal plane, the discrete-time eiguns of motion aré[177]:

Z G/Flong(k) - Gi:air, Iong(k) - G/Fgrav, Iong(k)a (3-27)
> CRa(k), (3.28)
> MK, (3.29)

M®¥ong(K) =M (K) SVhar(K)
mG§7|at(k) + mel/.f(k)ea./long(k)

1) (K)

2For the ease of notation we will denote the finite differenggraximation of velocity and acceleration signals

by their time derivativeg.g, the longitudinal component of the vehicle's accelerai®mnenoted byiong. With
sample times, we then havéiong(k) = w where the left-hand side is the sampled signal, and the

right-hand side refers to continuous-time signals.
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Table 3.3: Smart vehicle characteristics.

Parameter Symbol Value Unit
Vehicle length L 2500 mm
Vehicle width W 1515 mm
Wheelbase | 1812 mm
Distance front axle to center of gravity I 1022 mm
Distance rear axle to center of gravity I =790 mm
Height of center of gravity ho 620 mm
Track width front axle St 1286 mm
Track width rear axle S 1354 mm
Vehicle mass (empty) m 820 kg
Moment of inertia around axis Iz 609 kgn?
Wheel moment of inertia lwheel 1.4 kgn?
Gravitational acceleration g 9.81 m/$
Loaded tire radius R 2850 mm
Effective tire radius Reff 2908 mm
Maximum engine power (rear-wheel drive) Peng 40 kw
Maximum engine torque Teng 80 Nm
Maximum engine speed Neng 6000 rpm
Aerodynamic drag coefficient Cw 0.37 -
Frontal area Ax 2.32 nt
Air density Oair 1.202  kg/m’

wherem and|; are the vehicle mass and moment of inergjiahe gravitational accelera-
tion, andy" Fong(K), 3" ®Rar(k), and$" ®M,(k) are the combined tire forces and moments
in the vehicle chassis framgG'} at stepk. The longitudinal components of the air and
gravitational resistance forces are

Fair long(K) 0.50CuACVEg(K), (3.30)
Fyraviong(®) = mMgsinCaroadk)), (3.31)

with o4 the air densityC,, the aerodynamic drag coefficiety the frontal area of the
vehicle, ancP'aroad(k) the road inclination. Coast-down tests provide rollingl air resis-
tance coefficients, such that the parameters involvé’&d'm long(K) andG'l:g,a\L long(K) can be
calculated, see Table 3.3.

Equations (3.27)-(3.29) can be solved using the followirglel. The vehicle velocities
(*Viong(k—1), ®Via(k— 1), and yaw raté&y (k-1)), the wheel angular velocitidsj (k), and
the vertical tire forceByre 2 jj (k—1) are used at time stéqas initial conditions for the model.
The velocity components at each wheel location are then

Viongij () = Viong(k—1)-%h(k-1)'s;, (3.32)
Viatij (k) = Viar(k—1)+ (k= 1)H;, (3.33)

with ; and's;; being the longitudinal and lateral distance from the vehignter of gravity,
as measured in the vehicle-fixed frarffie}®. With wheel angles; the velocities in the

3For notational convenience the indication of the sample lstand coordinate frame have been omitted in the
remainder of this section, unless the discrete time stejffeseht fromk.
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wheel framesyheelxij aNdViwheely,ij are then

Viwheelxij | — | COS3ij  SINdij | |Viongij (3.34)
Vivheely,ij —-sindijj  cosdij | | Viatij |
For a tire with effective radiuBe, the tire slip angles: anda are then given by
\%
s = _ Vwheelxiij WlJReff (3.35)
Vwheelxij
\%
aj = tan‘1<7"vheel’y’”>. (3.36)
Vwheelx,ij

For longitudinal and lateral tire slip angles andagj, camber anglesjj, and vertical tire
forceskire 2ij, Pacejka's Magic Formula [177] gives

Riirexiij - Ftire.y.ij » Miire zij = Magic Formuld>4;, ij, vij, Fire zij ) - (3.37)
where we assume constant road surface conditions. Therrisagderred to [278] for an

in-depth discussion of tire force and road friction estiorat These tire forces and moments
for each wheel are then transformed to the chassis frame by

Fehaslongij | _ [€OSdij  —sindij | |Fiirex,ij
: = L 3.38
[ Fehaslat,ij sindij  cosdij | |Firey,ij (3.38)

The equations of motion (3.27)-(3.29) can then be solvedupynsing the chassis forces
and moments:

Z Fong = Z Fchaslongij » (3.39)
i,

Z Rat = Z Fchaslat,ij ) (3.40)
i,

Z (_Fchaslongij Sj +Fehaslatijli + Mtire i ) (3.41)

S,
N

Introducing a wheel moment of inertlgnee, drive torqueTy,, brake torquely,, and
rolling resistance coefficierfty, the motion equation for the wheel is obtained as

lwheetij = Tnij — Torij — Rirexij R~ Fiire zij fron R, (3.42)
which giveswij for the next integration time stdpt+ 1 with sample timés:
wij (k+1) = wijj (k)+djij (K)ts. (3.43)

The corresponding characteristics of the driveline an#édynamics are also summarized
in Table 3.3. The vertical tire forces for the next integratiime step can then be found by

F k) +F k) h
|—2mg+( chasy L (K) + Fenagy1r(K) ha o

Firezu(k+1) = = s o Miong(K), ~ (3.44)
Firez1r(k+1) = |2_2|mg_ (Fenasyat (0 +STChaW’lR(k)> 2? MViong(K),  (3.45)
Frean (k+1) = |2_1Img+ (Fehasy,2L (K) +SI2:chasy,2R(k)) Z(I) MongK),  (3.46)
Froson(k+1) = [ mg- (Fenasy2L (K) + Fehasy2r(K)) h2 ho P Niong(K),  (3.47)

2l S 2I
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where the first term is the static load distribution, the selcterm the load transfer due to
roll, and the third term the load transfer due to pitch (netifhg suspension characteristics).
Here,l is the wheelbasdy, is the height of the center of gravity, ahgdthe height of the roll
center at thé-th axle. Values for these parameters are also given in TaBle

3.4 State estimation by extended Kalman filtering

Based on the nonlinear vehicle model, as presented in thiopeesection, we will now
derive an EKF in order to estimate the vehicle state.

3.4.1 Model equations

The vehicle state is characterized by the position, velpaitd acceleration in three direc-
tions of the vehicle framéG’} (x, y, and rotation aroung. In addition, the inertial sensors
(accelerometers and gyro) are susceptible to bias, dueattgels in orientatione(g, road
banking). The state vectaris therefore defined to contain the following components:

e X position,

Y y position,

Gy yaw angle,

G(/k,ng velocity in longitudinal direction,

Vjat velocity in lateral direction,

&) yaw rate,

G§7|ong differentiated velocity in longitudinal direction,
Vjat differentiated velocity in lateral direction,
Gy yaw acceleration,

Pacc long bias state for longitudinal accelerometer,
Dacclat bias state for lateral accelerometer,

bgyro bias state for gyro.

Since it is difficult to derive the engine and brake torque ieléable way, the use of
(3.42)-(3.43) is not recommended for deriving the wheelatyits. Instead the measure-
ments of the four wheel speells,neeim;jj are used as input. In addition, the wheel angles
G’éij can be derived directly from the steering wheel sensor mea®ntds;m. Together
with estimated values for the vertical tire forctgre - jj, the filter's input vectou then
contains the following components:

€01 m measured wheel angle for wheel 1L,
B1r.m measured wheel angle for wheel 1R,
“wwheel 1L, m measured wheel speed for wheel 1L,
“wwheel 1r, m measured wheel speed for wheel 1R,
Ywwheel 2., m measured wheel speed for wheel 2L,
Wwwheel 2r, m measured wheel speed for wheel 2R,
Wﬁtirejzl’j_L estimated vertical tire force for wheel 1L,
“Fire 21r estimated vertical tire force for wheel 1R,
WFire 221 estimated vertical tire force for wheel 2L,

“Rire, 2, 2% estimated vertical tire force for wheel 2R.
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Based on the assumption of Gaussian distributed white naisecan now derive the fol-
lowing nonlinear discrete-time state equations:

oK) 1 (k- 1) +tCViong(k— 1) cosfy(k — 1))
~tCWar(k— 1) SinCy(k — 1)) + Wy (k- 1)
(K) Sy(k= 1) +tCMong(k— 1) sinCy (k- 1))
H:CVjar(k— 1) cosBy(k— 1)) +wy(k—1)
() Sk = 1)+t (k= 1) +wiy(k~ 1)
®Uong(K Nong(k = 1) + tHhong(k— 1) + Wy (k= 1)
G\{Iat(k) - G§/|at(|( -1)+ tsGQ/Iat(k -1)+ WVIat(k -1) (3.48)
(k) Sk = 1)+t (k= 1) +wy (k- 1) | |
G>'/Iong(k) f(x(k-1),uk- 1))+W\7|ong(k_ 1)
SVhat(K) £ (x(k=1),u(k-1))+w,, (k—1)
S(k) £ (x(k=1),u(k=1))+w,(k-1)
Pacc long(K) Pacclong(K— 1) + Wacex(K—1)
Pacclat(K) Pacclat(k— 1)+Wacqy(k_ 1)
L Poyro(K) | | bgyro(k— 1) +Wgyro(k— 1) .

wheref (-) represents the model (3.27)-(3.47).
Using the available sensors, the following measurementssgare defined:

Xeps x coordinate obtained from GPS longitude, according to (3.23
Seps y coordinate obtained from GPS latitude, according to (3.24)
Giheps yaw angley obtained from GPS heading, according to (3.25),
G'a;ongym longitudinal acceleration obtained from accelerometer,

G%uat,m lateral acceleration obtained from accelerometer,

Gt yaw rate obtained from gyroscope.

The measurement equations are defined as fofiows

Xaps(K) X(K=Napg) +Vxsps(K)

Yors(K) %(k—Ngpg) *+ Vygps(K)

Werdl) | | 0 Nerg (19 (3.49)
Galong, m(K) G\'/Iong(k) - GVIat(k)GQ(}(k) +Dacglong(K) + Vacex(K) .
G/t'?‘latt, m(k) G§:/Iat(k) + G{/Iong(k)el/’(k) + bacq Iat(k) + Vacqy(k)

(k) (K) +bgyro(K) +Vgyro(K)

Due to GPS signal processing, GPS has an inherent latenecpwficé0.12 s, which is in-
cluded in the measurement equations by the pararhiter With a time stegs of 0.01s,
Ngpsis thus equal to 12. Another property of GPS is that the measent updates once ev-
ery 1 second, whereas the other vehicle state sensors hapelate rate of at least 100 Hz,
as shown in Table 3.2. In case of updates from the acceleessed gyro, (3.49) reduces
to the last three lines. This requires careful implemeoratif the filter, as discussed next.

3.4.2 Observability, implementation, and tuning of the EKF

A dynamic system is said to be observable if it is possibleniguely reconstruct the state
information, based on the model of a system given the inputiscautputs of the system.

4The reader should not confuse velocity signassid elements of the noise vectov in (3.49) and (3.57).
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Figure 3.8: Comparison of real and estimated position foe dap around a test track.

For a linear time-invariant state space model (2.14) witates the observability can be
proven by requiring that the observability mat@x= [CT :ATCT: --- (AT)HCT}T has
rankn. However, for the nonlinear vehicle model (3.27)-(3.@7¢annot be calculated in a
straightforward way, and global observability is diffictdtprove. The model can therefore
be linearized at each time stépof the EKF operation. Subsequently, the observability
matrix O, is calculated for each linearization in some test runs efEKF. It is shown in
[96] that O has full rank at each step in case the vehicle is moving, and the linearized
model is thus locally observable.

The EKF is implemented in BVANCE, which is a MATLAB/SIMULINK toolbox for
simulation and analysis of combined vehicle dynamics amwigpain systems [45]. Tun-
ing of the EKF requires knowledge about the covariancesehtbdel disturbances. The
measurement covariance mat¥ixis implemented as a diagonal matrix with the diagonal
elements set equal to the variance of the measurement agiggjicated in Table 3.2¢.,

V =diag(10, 10, 0.4, 2.3-1072, 3.6-1072, 1.0-10°). The process noise covariance ma-
trix W is tuned by adjusting the variance of individual states prtpnal to the variance of
corresponding measurements. As an example, the processsafdhe position stateg, (y)

is chosen much smaller than the GPS noise variance. On thelwdnd, the process noise
of the yaw rate) is set larger than the variance of the gyro, since the gyro&aaccurate
sensor. Therefore we choodé= diag(1.0-10™4, 1.0-10%, 1.0-10°°, 1.0-10°7, 1.0-10°7,
6.0-107, 1.0-102, 1.0-10°3 1.0-10°3, 1.0-1012 1.0-10°8 1.0-10°8).

To initialize the EKF, all states are set to zero, and andli#téation sequence of 60s is
applied, where the process noisgof the position states iV is chosen at a much larger
value. This allows for the global position estimate to cagedo a reliable value. Different
values for theV matrix are used for vehicle state sensor updates and GPS3espdin
addition, since the tire dynamic model does not work propatllow speed, a simple low
speed odometric model is used for speeds below 2 m/s.
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Table 3.4: Accuracy of the state estimation in terms of therexovariance.

Statex; Error covariance, =
NEETY 1.6

G 1.0-10°3
Viong 6.6-107°
& 1.0-10°°
“ajong 1.9-107
Cajat 1.2.10°3
Bacclong 1.9.10
Bacc lat 15.10°8
bgyro 1.0-10%

3.4.3 Validation of the state estimation

The performance of the state estimation has been evaluatedtest track in Helmond,
the Netherlands (see Figure 3.5), where the road surfagestirumented with magnetic
markers with known coordinates. Figure 3.8 shows the resiithe estimated position for
one lap, compared to the actual position, as obtained fremthgnetic markers with an
accuracy oft0.04 m. Figure 3.9 shows the vehicle states estimated by the &kWwell as
the corresponding measurements.

The quality of these estimates is identified by comparingithe a ground truth refer-
ence. Table 3.4 shows the variance of the estimation grtgr, where the estimates are
given by (3.49) and the reference stgtis provided by the magnet measurements. Com-
pared to the noise variance of the measuremeintdable 3.2, the EKF provides more ac-
curate state information. Especially the error in the eatarior the global positiorf, %)
has decreased significantly, which is important for navgapurposes. Furthermore, pre-
viously unavailable vehicle states such as the laterakigloi,, tire forcesFi jj, and tire
slip anglesyjj can be estimated, which is useful for vehicle stability colgystems. The
acceleration estimates have also improved, due to the bigsation. However, they still
show some high-frequency noise, due to the noisy systentdrffihe wheel speed measure-
ments) and the feedback of the noisy acceleration measatenkhe signalgjong andéa
are therefore post-filtered with a low-pass Butterwortlefitb give a satisfactory result.

Figure 3.9 shows that the update of the GPS heading lagsdehiraddition, Figure
3.8 shows that at some instances during the test drive excors in the GPS measurement,
due to the disturbances discussed in Chapter 2. Althouglethor is not due to mechanical
failure, it is considered as a fault, since the error in th&@kRasurement increases beyond
what is considered normal noise variance. This could beesoby increasing the GPS-
related variance in the measurement covariance métrikut this could also cause the
estimated position to diverge over time. Since GPS faultstzaquite large and sudden
(e.g, when driving into a tunnel), the inherent trade-off betweabustness and accuracy of
the EKF cannot be solved using a fixed measurement covaniaaire. In the next section,
a method for fault detection of sensor faults is therefopgiagd that also provides analytical
redundancy, in case sensors are temporarily unavailable.
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Figure 3.9: Measurements, ground truth magnet positiom astimated states. From top
to bottom: positiorfx, position®, headindg, longitudinal velocitﬁaong, lateral velocity

SViat, yaw rate®), longitudinal acceleratioffaong, and lateral acceleratioffay.
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Figure 3.10: Generalized observer scheme for the sensdirifeanagement system.

3.5 Fault management of vehicle state sensor faults

Although estimation of position by GPS is prone to faultshieke state sensors, such as
wheel speed sensors, are generally quite reliable. Howestr increasing automation,
faults should be quickly diagnosed and managed. In thisoseete therefore present a
model-based FDI system for sensor fault diagnosis thatbhssboto the system’s distur-
bances. Furthermore, analytical redundancy is providegiigjiable estimate for the faulty
sensor signal to maintain fault-operational behavior efADAS. With regard to the fault
occurrence, we assume that, apart from GPS, only a sings®séult occurs at any time
instant, due to the high hardware reliability. Furthermaiesensor faults can be modeled
additively.

3.5.1 Generalized observer scheme of EKFs

A generalized observer scheme of EKFs is developed, whetesF is driven by all but
one sensor measurement, based on the EKF developed in theysrsection. Since the
Smart demonstrator vehicle is instrumented with eighteletstate sensors (two accelerom-
eters, a gyro, four wheel speed sensors, and a steeringsenger), a generalized observer
scheme of nine EKFs is developed, as illustrated in Figut8.3The first filter EKlp uses
all sensors in the nominal case, whereas the other eightsflikF to EKFg each use all
but one sensor. EKFRo EKF; are filters of the type presented in Section 3.2.2, whereas
filters EKF4 to EKFg are unknown input observers, as presented in Section 3r2cédse of
a fault in sensor, the output from the residual evaluation block will indeathich sensor
fault has occurred and subsequently select the state éstfroan the corresponding EKF
(i.e., the one that uses all but the faulty sensor measuremertie dault-free output.

For GPS faults, separate fault detection logic is appligdiesthese faults occur much
more often, and the residuals have a different behavior fhatof the generalized observer
scheme. The residuals are created using parity equationsrhparison of the estimated
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position[x y @}TandtheGPS measurement vediases Yors tces - The resulting
residuals

Xaps X
“eps= | Yops| = G}Z (3.50)
“Yeps i

are then transformed to the vehicle fraf@ }:
G,r(;pszg/R Gr(;ps. (351)

Subsequently, fault detection is performed using veledi@pendent thresholds. In case a
GPS fault occurs, a redundant position estimate is proigiede EKF, using only measure-
ment updates from the accelerometers and gyroscope bydeoimgj the last three lines in
(3.49). The result of this analytical redundancy can be seEigure 3.8. Due to multi-path
reflections near buildings, the GPS measurement suddeahgels at the lower-left corner
of the track, which is subsequently recognized and handjatido GPS fault management
mechanism.

3.5.2 Sensor fault detection and isolation

A significant change in the residualg for each EKFH and each sensqris detected with
the generalized likelihood ratio test (3.22). The chandgea®nc;j, a Boolean value, then
indicates the change of a residual vector for EiKHn case of a sensor fault in sengor
there is a unique pattern of the generalized residual settardfore this sensor fault can
be accurately isolated, as was shown in Table 3.1. A senstirvidl be declared only

if a change is detected ill residuals that are sensitive to this sensor fault. Theeefar
generalized observer scheme demonstrates good robusimesse and disturbances. Con-
versely, in order to improve the sensitivity of the FDI presethe generalized residual set
in Table 3.1 may be altered, when a specific obsdriginsensitive to a fault in sensér

3.5.3 Reconfiguration of state estimation

Since each EKF in the generalized observer scheme uses all but one segsat,ghere
is an estimate generated from each BEK6r the sensor measuremgrt i it does not use,
providing analytical redundancy for this sensor. A faultmagement system is integrated
into the designed FDI system for recognizing and handlirgdiagnosed fault. The basic
scheme of this fault management system is shown in Figufe 8rbm the nine EKFs, nine
estimated state vectogy,...,X;,...,Xg are obtained, where= 0 represents the nominal
case, and=1,...,8 correspond to the eight sensors from Table 3.1. The chagtgetibn
vectorc from the residual evaluation block is then used in the stlgxtion block to switch
to X; in case of a fault in theg-th sensor, with = j.

3.5.4 Validation results

The performance of the fault management system is demeéedtdaring test drives, in
which actual faults occur. In addition, several faults ajedted in data from test drives that
was replayed during off-line simulations. As an examplguFé 3.11 shows the results for
a simulated fault in the longitudinal accelerometer.
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Figure 3.11: Results of host vehicle sensor FDI and faukyemnt state estimation.

From the results it can be concluded that the fault managesystem performs ade-
quate for the presented scenarios. However, before thismysan be implemented in a
production vehicle, more elaborate testing must assutettbaensitivity and robustness of
the fault management system are above a desired level. tuné&iely, considering the wide
variety of operating conditions and failure modes, it igidifit to obtain representative val-
ues for these performance measures and recreate the fadltions. Nevertheless, since
the focus of this thesis is precisely on this validation peah the current system design is
used for the remainder of this thesis.

3.6 Fault management for relative motion estimation

Apart from host vehicle information, an ADAS especially u@gs reliable information on
other road users from environment sensors. However, duaise rdisturbances, and faults
in individual sensors, fusion of data from multiple sengsisften necessary to obtain more
complete and more accurate information of the traffic emriment. In this section we there-
fore design a separate fault management system for envenotrsensing, in order to obtain
accurate and reliable information on the relative motiotwleen the host and target vehi-
cles.

3.6.1 Definition of relative motion

Information on the relative motion between two vehiclesharacterized by the distange
andy; in longitudinal and lateral direction, relative veloc#i x andv; y, and relative angle
¢, defined in a vehicle-fixed frami}, as illustrated in Figure 3.12. In the demonstrator
vehicles two methods are available for obtaining this nstamotion. The lidar directly
measures the ranggyar, anglegiiqar, and range ratgigar to an object in the polar frame of
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Figure 3.12: Model of the inter-vehicle motion between thsttand target vehicle.

the sensofP}. In addition, the relative state information can be derifredn communi-
cation of the vehicle states in framM&}, as estimated by the fault management system of
the previous section. The first step in sensor fusion, isgresent the sensor measurements
Pzidar and vehicle state® in a common frame. The transformation of communicated data
from {G} to {P} in order to obtain the relative motioR, commis then given by:

V(&1 =%)2+ (31— %2)2 - (Lyo+ Lo ), (3.52)
arctanp (%) =Sy, (3.53)
Ftcomm = (31— %2) coSCpcomm+ o) + ((\3/1 - Cyz) sinCcomm+ %b2), (3.54)

wherel 1 > andL, ; are the vehicle lengths to take into account the translétion the origin
of {L} to {P} (see Figure 3.12). The four-quadrant arc tangent opergttara takesx and
y as arguments and maps them into the full cirete, (].

o
comm

P¢comm

3.6.2 Data association for sensor fusion

Figure 3.13 gives a schematic diagram of the environmersiisgri-DI system, which in-
volves sensor fusion. The first step in this sensor fusioimter-vehicle state estimation, is
to combine the data obtained from the lidar sensor and tteeatdsined through communi-
cation with other vehicles. Since the lidar system can defeto five different objects, it is
necessary to match a communicated target vehtoléhe associated detected objgcOne
possibility to accomplish this data association is to useMlahalonobis distancg which is
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Figure 3.13: Fault management system for lidar and commatiga signals.

the Euclidean distance normalized by the variance of eagabla. This distance provides
an unbiased measure for the equivalence of two sets of m@aesuts. Each element sfs
defined as

Sj= \/(Zcommi _Zlidar,j)TV_l(Zcommi = Zjidar,j) (3.55)

wherezcommi = [Tcommi  "écommi ¥ commi) " is the state vector communicated by vehicle
i, modified according to (3.52)-(3.54) a@har, = [Tidarj "Pidar,] Pr|idar’j]T is the mea-
surement vector of thg¢-th lidar target. To associate the correct objewiith the correct
targetj, the Mahalonobis distance is calculated for each comlminatf objecti and target

j. Those objects and targets with the smallest distanceaking into account a maximum
threshold value, are associated. Figure 3.14 shows thett@sgociation according to (3.55)
during a typical test run.

3.6.3 Sensor fusion by Kalman filtering

In case two corresponding measurements from lidar and caonwation are available, they
are combined in a linear Kalman filter to provide an estimatetlie inter-vehicle states.
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Figure 3.14: Visualization of target association, with ebjs received through communica-
tion (), targets obtained with the environment sensor:(), and the resulting associated
and relevant targets -1 ). In addition, the path prediction for the host vehicle idicated
(— _), whichillustrates that the vehicle is driving in a curve.
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The relative state vector is definedas [%  Yr Vix Viy] ', and the discrete-time state
equations as:

X (K) Xr(K= 1) +teve x(K—1) +wy (k—1)

v | | yr(k=1)+tevr y(k—1)+wy, (k-1) 356
Vix® | T | Vox(k=1)+wi (k-1) (3:56)
Vi, y(K) Vr,y(K=1)+wy, ,(k—1)

In case data from both sources is available, the discretetieasurement equations are

I Xr,Iidar(k) 1 I Xr(k) +er.lidar(k) 1
Yr. lidar(K) yr(K) + Yy, idar (K)
Vt. lidar, x(K) Vi, x(K) + V. Iidar,x(k)
Vr lidar, y(K) = | Vey(K) Wy g, (K) 357
Xr, Comm(k) Xr(k) +VXr,comm(k) . ( . )
Yr, comm(K) Yr(K) +Vy, comm(K)
Vi, commx(K) Vi, x(K) + V. commx(K)

| Vi.commy(K) | L Ve y(K) + Vo, commy (K)

When data from only one source is available, four lines ingheve equation are left
out. The measurement covariance makfiin (3.57) is chosen in accordance with the noise
variance of the lidar (see Table 3.2) and the error covaei@corresponding to the state
estimate™ (see Table 3.4). By tuning the process covariante (3.56), a relative state
estimation with sufficient performance is obtained. In &ddi the filters generate residuals,
which are useful for environment sensor fault detection.illystrated in Figure 3.13, the
fault management system assesses the residuals and swdthe appropriate state vector:

Xr.comms Xr lidar, OF Xt fusion.

3.6.4 Validation results

Figure 3.15 shows the distance and relative velocity dutiegame test run as Figure 3.14.
The plots show the values obtained from lidar measuremengselative motion computed
using the model (3.52)-(3.54) and the resulting Kalmanréliestates. These results show
that the resulting estimated signal is more accurate arabtelthan each of the two sensor
signals separately. At=16442s information from object- 3 (where the host vehicle is
vehiclei) becomes available through VVC, with no matching lidar ¢éy@s can be seen
from the first subplot. The Kalman filter then simply filtersethtate obtained through
VVC. Vice versa, at = 16536 s the lidar information from targét-2 disappears, because
this target becomes occluded by targetl. Consequently, the filter uses the information
from VVC only. The second subplot shows the relative veloiformation for the most
important object- 1. This plot shows that the estimated, responds faster to deceleration
maneuvers of preceding vehicles, since the informatiomftbe VVC is available with
a higher update rate than that of the lidar. This is an adganta emergency braking
maneuvers, since the host vehicle will be able to reacterarli

After sensor fusion, the targets are evaluated for theticality. If their position is
estimated as present in the host vehicle’s path, they ardifidel as critical targets, and
considered in the longitudinal control system. If a targetutside the host vehicle’s pre-
dicted path, the target is discarded. Figure 3.14 includesath prediction for the host
vehicle.
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Figure 3.15: Sensor fusion of objects received through comcation and targets acquired
by lidar: (a) relative position xfor all targets; (b) relative velocity\ for the most impor-
tant object i~ 1; (c) Kalman filter mode for all objects (0 = no target, 1 = lid&arget only,
2 = VVC object only, 3 = fused targets).

3.7 Summary

This chapter has presented an approach to fault-tolerat® sstimation of both the host
vehicle state and the inter-vehicle motion. A generalizeseover scheme is designed for
the vehicle state sensor FDI system. A separate fault mamagesystem handles the fusion
of redundant target information that is obtained from aniremment sensor (a lidar) and
received through VVC. This fault-tolerant system for staséimation will be further used
in the case study of Chapter 7.

Fortunately, faults are rare events, but this also makeari to validate the fault man-
agement system, which is a prerequisite for demonstratiegi¢pendability of the ADAS.
Furthermore, it is very time-consuming to identify all potial failure modes and it is dif-
ficult to reproduce the test conditions and failure modeseunhich the control system
operates. The next chapter will therefore present and éxtaris for ADAS control system
validation, which are especially suitable for testing fanhnagement systems in a reliable
way.



Chapter 4

Development of ADASs with
vehicle hardware-in-the-loop
simulations

In order to achieve system dependability, three main corscare important during the de-
velopment of advanced driver assistance systems (ADASKg rost important starting
point is the definition of objective dependability requiremts, as presented in Chapter 2.
Furthermore, integrated design, implementation, andigation of a fault management sys-
tem is a prerequisite for a dependable ADAS. The previoupteh&as therefore presented
a design for a fault-tolerant state estimator that will beetfer demonstrated in Chapter 7,
where it is implemented in a fault-tolerant longitudinahtw| system. Finally, validation
of such an ADAS is an important issue, in order to gain confidehat the dependability
requirements have been achieved.

The design and validation phases should therefore be sigoploy appropriate testing
tools and methods, as defined in Objective 3 on page 8. Thehagter will present a new
methodological framework for ADAS development, whereasthapter presents a new de-
velopmenttool to support this framework. We start in Sectidl with a general overview of
the ADAS development process, highlighting the challerigasare involved. The conven-
tional tools that are used in this process are discussecciin8el.2, where it will be shown
that these tools have certain practical limitations. Egdgahe issue of fault management
testing has limitations. Section 4.3 therefore introducdscle hardware-in-the-loof)/e-
HIL) simulations as a new tool that makes the developmentge® of ADAS-equipped
vehicles safer, cheaper, and more manageable. Based ow thieagram, the position of
VeHIL in the development process of ADASS is illustrated e Morking principle and the
added value of VeHIL are demonstrated in Section 4.4 withressults of a sensor fusion
system, an adaptive cruise control (ACC) system, and a faraallision warning (FCW)
system. Finally Section 4.5 summarizes the chapter, andifds some remaining prob-
lems that will be addressed in the following chapters.

75



76 4 Development of ADASs with vehicle hardware-in-thegasimulations

Functional | Test drives, VeHIL System
requirements validation

\ /

| Test drives, VeHIL
Dependability [*% Dependability
requirements FMECA, FTC . testing

\ /

HIL, VeHIL

A

System System
specification Rapid control prototyping verification

N /

System
integration
and testing

/4

Top-level > HIL, VeHIL
design hl

\

SIL, HIL,
Module _VeHIL Module
design specs | verification MIL Model-in-the-loop
PreScan Pre-crash Scenario analyzer
SIL Software-in-the-loop
HIL Hardware-in-the-loop
VeHIL  Vehicle hardware-in-the-loop
Module FTA Fault tree analysis
construction FMECA Failure modes, effects and
criticality analysis

Figure 4.1: The V' diagram represents the sequential desagd validation phases in
the development of automotive safety-critical systems. ibiizontal arrows indicate the
mapping of design phases onto the corresponding validgi@ses (or vice versa), using
the appropriate test tools.

4.1 Challenges in the ADAS development process

In the automotive industry the different phases in the dgualent process of safety-critical
mechatronic systems are often connected using the ‘v’ diadfi89]. As depicted in Fig-
ure 4.1, this diagram uses a ‘top-down’ approacldiesignand a ‘bottom-up’ approach for
validation, although in practice the development process does notigtiollow all phases
in this sequence and goes through several iteration loapsekatively simple mechatronic
systems, the design process is quite surveyable, as faedali various generic methodolo-
gies for the design of mechatronic systemg( [112]). However, the various development
phases for complex mechatronic systems, such as an ADABgglivehicle, face some
specific challenges that are addressed in this chapter.

4.1.1 Requirements and specification phase

There are guidelines and procedures available for ADAS Idpweent, such as the ADAS
Code of Practice [206], ISO standards [106, 107], and the CERIGE guidelines [120].
Unfortunately, these can only be applied at a high abstmadgivel in the development pro-
cess, and do not provide objective requirements and evaiuziteria for ADAS validation
and benchmarking, nor do they prescribe the use of specifis smd methods in the vali-
dation process.
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In Chapter 2 we have therefore defined quantitdiivestional requirementms terms of
the desired performance, driver comfort, and compatjhiiith the operating conditions. In
addition, ADASSs are safety-critical systems that requitegdn level of dependability. The
system designer should therefore perform hazard and rilyses to identify thelepend-
ability requirementsn terms of the required level of reliability, safety, andlfatolerance.
Importanttools in this phase are FMECA and FTA to identify tisk areas that exist and use
fault-tolerant control technigues to address them (seer€ig.1). Blankeet al. [19] have
used such an analysis of fault propagation in a systemasigustrategy for fault-tolerant
control systems.

From the functional and safety requirementsyatem specificatiois produced to de-
fine the precise operation of the system. However, in pracé@pendability requirements
are often difficult to define and subject to ambiguity, whichyntead to an incomplete or
incorrect specification.

Subsequently, the system specification is used as the bagieftop-level design of the
system architecture, followed by detailed module desigwienment sensor, controller,
actuator, human-machine interface). After implementatibthe individual hardware and
software modules, system integration takes place by adsebe complete system from
its component modules.

4.1.2 \Verification and validation

In every integration phaseerificationtakes place to determine whether the output of a
phase meets its specification, as illustrated by the hat@anrows in Figure 4.1. On the
component level this could mean, for example, testing tingeaaccuracy, and tracking
capabilities of the environment sensor [1, 201]. On a hidénel, verification must assure
that integration with other subsystems does not have angtivegside-effect.

Since verification only confirms compliance with the speaiiian, errors in the speci-
fication may result in a faulty product. Furthermore, fautigst be identified that have not
yet been found during the design process. It is therefor@itapt to perfornvalidation
of the integrated system against its requirements, edpefoatype approval and certifi-
cation purposes. An example in a related domain is the Earopeew Car Assessment
Programme (Euro NCAP) to validate the crash safety agagmsiiamer requirements.

Unfortunately, it is difficult to validate fault-toleranbatrol systems against their de-
pendability requirements. Firstly, the identificationadlf potential failure modes and their
interactions is a very time-consuming process. Secortdydifficult to reproduce the test
conditions and failure modes under which the control systeerates. Furthermore, it is
difficult to obtain a reliable estimate of a very small proitigh Often only rough estimates
of dependability can therefore be provided in an early staigeout a fully implemented
design or prototype.

Usually, the development process involves several itmatiwhere the results of veri-
fication and validation are used to modify the system spetifin and design, after which
another test cycle takes place. Consequently, manufastaire facing longer development
times, whereas they have an increasing desire for a shineitd-market of their products.
Likewise, the costs for the validation process increagdds.estimated that verification and
validation of an automotive control system may take up to 58f%he total development
costs [100]. Obviously, there is a need to reduce the numbiterations and speed up
this process. Because of the need for fast, flexible, andatabke test results, various ‘in-
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the-loop’ simulation tools are increasingly being useddesign and validation of ADAS
controllers, as indicated in Figure 4.1. After a review adgh tools, the position of the new
VeHIL simulation tool in this development process will baried in Section 4.3.

4.2 State-of-the-art tool chain

4.2.1 Model-in-the-loop simulation

The initial design and specification of the ADAS controliesupported by off-linenodel-
in-the-loop(MIL) simulations, where the controller logic is simulatedclosed-loop with
models of vehicle dynamics, sensors, actuators, and tffie teavironment. The control
system configuration and control law parameters are tunadhve the desired stability
and performance requirements. Unfortunately, currentiition tools lack the possibility
for testing a complete ADAS in a reliable way with full integjion of operating conditions,
sensor characteristics, vehicle dynamics, and trafficasées The new simulation concept
PreScan (Pre-crash Scenario analyzer) was thereforeogpegeby TNO to allow reliable
MIL simulation of ADASs in a microscopic traffic simulatiomsing sensor models for
radar, lidar, and camera vision in a virtual environment]25The simulation engine of
PreScan connects several modules, as illustrated in FigRre

e A pre-processor in the form of a graphical user interface ithased to define ex-
periments. PreScan experiments typically contain a diefinaf the world (roads,
buildings, etc.), the actors (vehicles and other road Yisansl the traffic scenario that
these actors are involved in.

e A sensor world, in which several types of sensor models aiedote for lidar, radar,
and camera vision, modeled after physical principles.

¢ A run-time environment that consists of a dedicatedTMaB/SIMULINK session,
in which the vehicle dynamics are simulated. In additions thodule contains the
ADAS control system, which includes sensor processingsaetlogic, and vehicle
control algorithms.

e Avisualization server with 3D virtual road infrastructyes illustrated in Figure 4.11
on page 93.

An addition to the pre-processor is the single-lane traffadei that was developed
in Chapter 2. Furthermore, a dedicatedMAB/SIMULINK toolbox CACCIlib has been
developed within the framework of Chapter 3 that is avadablthe run-time environment.
The use of these modules will be illustrated later on in treecdudies of Chapters 6, 7, and
8. The compilation and simulation of traffic scenarios inJt@n is based on a multi-agent
approach, as will be explained in Section 4.3.

PreScan is useful in several phases of the design procésalyinit supports the defini-
tion of the overall system architecture, and the develogmirequirements and specifica-
tions. Different sensor types and sensor positioning caasbessed to aid the initial system
design. Next, sensor post-processing algorithms, datarfudgorithms, controllers, and
decision algorithms can be designed, evaluated, and fimed{@as illustrated by the work of
Van der Mark [160].
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Figure 4.2: Schematic representation of the PreScan maduléis scheme also includes
some plug-ins and additional modules that are developddmilhe framework of this thesis.

Depending on the objective of the simulation, the timingeas$jis an important issue.
The initial design phase requires faster than real-timaukition in order to speed up the
design process.g, using Monte Carlo methods. On the other hand, limitation®C
processing power may require complex sensor fusion algostto run slower than real-
time. Finally, for testing the final product, a real-time siation is always required, since
the simulated components must run synchronized with thewee or software modules,
as discussed next.

4.2.2 Software-in-the-loop simulation

When MIL simulations have provided sufficient results, waifte code can be compiled
from the simulation model of the control system using auticrende generation. The real
code can then be verified with software-in-the-loop (SIsliations, where the remaining
hardware components, vehicle dynamics, and environmergiawulated in real-time. For
more information on SIL simulation within the framework a6&t‘V’-diagram, the reader is
referred to [189].

4.2.3 Hardware-in-the-loop simulation

Similar to testing the real software in a SIL simulation, tkal hardware can be tested in a
real-time hardware-in-the-loop (HIL) simulation. HIL siations consist of a combination
of simulatedand real components, see Figure 4.3. Alternatively, a real compbocan

be emulatedi.e. replaced by armrtificial component that has the same input and output
characteristics. Ideally, every component should be wn#bldistinguish between real,
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Figure 4.3: Possible configurations for HIL simulations,ewh parts of the system may be
real, simulated or artificial. Feedback of signals from eaniment sensors and vehicle state
sensors provides a closed-loop simulation. Additionaldizancesd and faultsf can be
injected by the operator to test the system’s dependability

simulated or emulated components that it is connected toartibsed-loop configuration.
Therefore, HIL offers the flexibility of a simulation, whitbe use of real hardware offers a
high level of reliability.

The main advantage of a HIL simulation is that it provides@estable laboratory en-
vironment for safe, flexible, and reliable controller validhn. Controller performance and
stability can be systematically tested without disturleenfrom other unrelated systems,
and dependability can be tested by controlled injectionistidbances and faults. HIL also
allows validation of the real hardware in an early developnpdase without the need for a
prototype vehicle, since any missing vehicle componenidbessimulated.

For these reasons, HIL simulations are more efficient andpdrethan test drives, and
are extensively used for the development of vehicle corslyetems, such as ABS [149],
engine control systems [114], and semi-active suspengi&ieras [111]. ADASs can also
be tested in several HIL configurations, as discussed next.

As indicated in Figure 4.1, in an early staggid control prototypings carried out with
emulated control functions. This involves implementing adel of the desired controller
in a prototype vehicle for the purpose of rapid proof-of-cept, controller testing, and
parameter adjustments. The software of the electronigalumit is then derived from the
prototyped algorithm and tested with SIL simulations, a&sdssed above.

Next, the hardware controller can be tested in a HIL simaifefor its real-time behavior
[12]. This HIL testing can be done without the need for a pngde vehicle in order to assess
the performance of the electronic control unit. This lirditdIL setup can gradually be
extended to include other modules, as the integration of¢hécle progresses. For instance,
ADAS controllers can be tested in a HIL simulation with reetimtors [12] and real sensors
[273], where all other components are simulated. Howevawnaplex interface between the

simulatedenvironment and theeal sensor is required to generate a sensor signal. Instead

of a real environment, aartificial environment can therefore be created to emulate the
input to the process. For example, for a semi-active suspeigstem a hydraulic shaker
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is often used to emulate the interaction with the road. Yetlar type of HIL simulation
is a driving simulator, which creates an artificial envire@mwhfor an ‘in-the-loop’ human
driver [198]. Driving simulators are useful for subjectieealuation of the ADAS and for
fine-tuning ADAS controller settings.

Finally, the complete system can be real, including sersmitroller, actuator and vehi-
cle dynamics. This complete vehicle system is in interactitth the road surface (through
its actuators), as well as with the traffic environment tisatormed by other objects in
the world (through its sensors). Since environment sensloosild receive a real input,
anartificial traffic environment must be created to test an ADAS-equipeditle in a HIL
simulation. Until recently, no such HIL environment hastaeailable for testing complete
intelligent vehicles.

4.2.4 Full-scale test drives

Test drives with prototype vehicles are always the final Imkhe validation chain to eval-
uate the system’s performance in the real-world envirortrtiet it will finally be used in.
However, the value of test drives for control system desigimited, because they are hard
to repeat and often inaccurate, due to the lack of grount kmibwledge on the exact state
(e.g, obstacle position) of the vehicles involved in the test.chltime and effort is therefore
required to obtain useful results [201]. In addition, thees#s are often expensive, unsafe,
time consuming, and heavily dependent on weather condifiti?]. In the next section we
therefore propose a solution to combine the advantageslofifiulations with the rep-
resentativeness of test drives, by extending the HIL enwirent from vehicle level to the
traffic level, as indicated in Figure 4.3.

4.3 Vehicle hardware-in-the-loop simulations

To address the challenges mentioned in the previous secti@npresent a new tool for the
design and validation of intelligent vehicle systems: e&hhardware-in-the-loop (VeHIL)
simulation. VeHIL provides a solution for testing a fullede intelligent vehicle in a HIL
environment, where a chassis dynamometer is used to enthidatead interaction and robot
vehicles are used to represent surrounding traffic. The Meldhcept has been developed
by TNO in conjunction with the work done in this thesis. It wiast described in [253],
patented in [137], and some preliminary test results haee peesented in [74, 82, 85, 136,
251]. This section presents the VeHIL working principle iona detail and discusses the
added value and position in the ADAS development processhas new test results.

4.3.1 Working principle of the VeHIL simulation

VeHIL constitutes a multi-agent simulator for intelligerghicle systems, in which some of
the simulated vehicles are replaced by real vehicles. Thelsieles operate in an indoor
laboratory that forms an artificial HIL environment for threelligent vehicle. The environ-
ment sensors that are used in ADASs (radar, lidar, visiarllec relative position data in
the absolute traffic environment. VeHIL therefore makesadformation from thabsolute
motion of the objects in a traffic scenariorative motion between those objects, as illus-
trated in Figures 4.4(a) and (b). Using only the relativeiotobetween a fixed intelligent
vehicle and target vehicles allows to have a controlled pada-efficient environment.



82 4 Development of ADASs with vehicle hardware-in-thegasimulations

V1

Target vehicle — Sy

[ Sy1 1]

Environment sensor

N &,

~

&
Vehicle under test 2
(equipped with ADAS) -

y
{G}
7 (%2 %2 Cy)

X @ (b) (©)

Figure 4.4: Transformation of coordinate frames: (a) ahgelmotion in the real world; (b)
relative motion in VeHIL; and (c) absolute motion with twovimg bases in VeHIL.

The software architecture of VeHIL is based on the multirageal-time simulator de-
veloped by Papget al. [179], as illustrated in the lower-right part of Figure 4.Fhis
multi-agent framework consists of a collection of autonomentitiesE (vehicles, other
road users, or any other dynamical component), each ctadroy its own internal dynam-
ics (e.g, a vehicle model, as discussed in Section 3.3.2). An enéityen absolute state
in the global coordinate framgG}, denoted aéx=[s7 &' v &' a’ &'|where

S=[xy 4T represents the position afi@ = [¢ ¢ u)f the orientation in Euler angles
(roll, pitch, and yaw) of the entity. The corresponding \e#pand acceleration components
arerepresentedy =[x y 2]",%=[p 6 ¢] ,Ca=[x y 2", and*$=[3 § ] .

Furthermore, avirtual world is defined that serves as a formal representation of the
environment relevant to these entities. Entities are glpicepresented in the virtual world
by objectsO that interact with other objects (vehicles, bicyclistsj@strians, infrastructure,
traffic lights). Objects areot simulation models, but are merely the virtual represeoati
of the simulation entitieg. A visual representation of this virtual world with objed$s
shown in Figure 4.11, and is provided by the same visuatimatiodule of PreScan. After
every integration time step of this multi-agent simulafitive internal dynamics of an entity
(e.g, By, representing vehicle 2) result in a statein the global coordinate frameg G},
notated a$x,. Through the link between the simulation entitgnd its virtual objeco, the
entity updates the representatifon of the associated objech, in the virtual world. This
link between entity and object is indicated by the dashesklin Figure 4.5.

An important feature of the modeling concept of the multgaigreal-time simulator is
that an entity €.g, a vehicle model) uses abstract sensand actuatora to interface with
other objects in the virtual world. Through its abstractse®, the entityE, can collect
information about the staf&; of another objecO; (i.e., vehicle 1, associated with,) in
the virtual world. Vice versa, the enti has an abstract actuatas to act on the state
%, of O;. Note that these sensors and actuators are handledahstractway: they have
no dynamics and data processing features. Instead theyecemdpreted as queries and
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Figure 4.5: Schematic representation of the VeHIL clogseaplworking principle. Every
integration time step the simulation loop runs counterkigise via the vehicle under test,
the chassis dyno, the multi-agent real-time simulator, gaedmoving base, whose motion is
detected by the sensor of the vehicle under test.

actions on the virtual worldRealsensors and actuators are modeled as part of the entity’s
internal dynamics [180].

Using this simulation principle, the relative motion beemevehicles 1 and 2 (entiti€s
andEy) from the viewpoint of vehicle 2 is obtained by a coordinassformation, where
the staté; of vehicle 1 is represented in thecal coordinate framégL,} of vehicle 2,i.e.,
L2x,. For the transformation to relative position and oriemtatiwe then get

Log = ZR(%s1 - %), 4.1)
b2ty = @t%, (4.2)

where?R is the rotation matrix from framéG} to {L,} andt represents the orientation in
Euler parameters (also known as quaternions) [37]. If wéemegertical vehicle dynamics
(z, ¢, 0) and only consider relative motion in the horizontal plaxey( ), the coordinate
transformation in (4.1) and (4.2) simplifies to

R
f2y; =sin%,  costio| \ |y1] |[%2] )’ '
L2yp1 = iy =Gy (4.4)

Please refer to Figure 4.4 for a visual representation eftthinsformation. In a similar way,
the transformations to relative velocitya(;, “2¢);) and relative acceleratiotedy, -2),) are
derived [37]. For brevity, these derivations are omitterehe

The simulation is run by execution of entities on computiodes, which are connected
via a local area network. Each node has its own runtime emwiemt, which also con-
tains a representation of the virtual world. Entities comimate with this virtual world
via their abstract sensors and actuators. The ‘engine’eéfitity simulation is an integra-
tor (numerical solver), which invokes the entity’s code.( the vehicle model) in timely
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manner (synchronized with other entities in real-time)e Tinplementation of the system
architecture is Java-based with time-critical parts in-&/CAn interface is established to
MATLAB/SIMULINK : C code compiled from ®ULINK models can be embedded into the
runtime environment as entities. More details on this miadetoncept and the runtime
environment are described in [179].

The multi-agent simulator provides the framework, in whaetytype of vehicle model
can be simulated. The model complexity depends on the tyA®ASS and the objective of
the simulation. Based on the scenario definition of ChaptarsZenario library is available
that contains traffic scenarios, such as car-followindgé#ging, cut-ins, and lane-changes.
In addition, collisions, and near-miss scenarios are eteftom an in-depth accident anal-
ysis, see Chapter 8. The PreScan simulation tool, desciib8dction 4.2.1, is used for
scenario definition and simulation before the actual VeH&t takes place, based on the
same multi-agent approach. Alternatively, predefinecttayies €.g, for benchmark and
certification tests) or recorded test drives can be acdynatproduced in VeHIL.

4.3.2 Substitution of a vehicle dynamics model by a vehiclendgler test

With the ADAS-equipped vehicle and other road users modeletireal-time simulation
could run as a MIL simulation only,e., a PreScan simulation without hardware. However,
even atwo-track model (3.27)-(3.47) is usually not suffitte accurately model the ADAS-
equipped vehicle. In order to testraal intelligent vehicle in a HIL configuration, the
vehicle model of entityg, is substituted by the real vehicle under test (VUT), henee th
term ‘vehiclehardware in-the-loop’. The ADAS-equipped VUT is therefptaced on a
chassis dynamometer that provides a realistic load forehécle’s actuators (engine, brake
system) and sensors.§, wheel speed sensors).

The dynamic response of the chassis dyno, depicted in Figéréo driving actions of
the VUT must be representative of real road conditions,@afhgin terms of delay time and
phase lag. The operating frequency of the multi-agenttiead-simulator is 100 Hz, which
means that the delay time is at the most an acceptable 10 ragiatihresponse to steering
input{p/é and velocity response to throttle/brake inpul€Ty, + Tor) Of @ passenger vehicle
typically show a bandwidth in the 1 Hz frequency range. Thiplies that the chassis dyno
must at least have a bandwidth of about 5Hz in order to mirgrpiasitioning phase lag.
Furthermore, an emergency stop of a passenger vehicle oaa aanaximum deceleration
of around 10 /A Consequently, the chassis dyno must be able to achievashigll.

Table 4.1: Specifications of the chassis dyno.

Wheelbase 1.8mto4.0m

Track width 12mto2.4m

Drum configuration 4-wheel independent drive
Drum diameter 1592 mm

Total peak power 832 kW

Traction force 24 kN

Response time <10ms

Maximum velocity 250 km/h

Dynamic range passenger cars (500 to 3500 kg) full dynamikﬁm/s’ to +10m/$
Dynamic range commercial vehicles12000kg) reduced dynamics
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Figure 4.6: Vehicle under test with radar sensor at the frloamper, driving on the chassis
dyno in VeHIL and supported by a rig at the front and back bumpe

These real-time requirements are met by a setup with fouvidwhl electric motor
driven drums. The chassis dyno can fully simulate a vehiessmetween 500 and 3500 kg
up to a maximum velocity of 250km/h. The adjustable wheeallsscommodates a wide
range of vehicle types: apart from passenger vehicles,talsks, busses, and other auto-
mated guided vehicles can be tested. Table 4.1 summarizesaim specifications.

Note that the VUT itself replaces the vehicle model of (3:@&7%7). The chassis dyno
only needs to emulate the tire forcBgexj that the VUT would encounter on the road.
Each forceRre xjj is emulated by the drum moment of inertigim and the electric motor
torqueTgrumij as

_ CO"'Clwdrumij +C2w§rumij + Idrurr(—&'fdrurrgij _Tdrumij

Ftire,x,ij - Rarum ) (4-5)

(b)

Figure 4.7: Moving base: (a) without body and (b) with body.
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where the first three terms in the numerator representdridbsses in the chassis dyno,
wdrumij IS the measured drum speed, &im the drum radius. From (4.5) the reference
signals for the required motor torque are then calculated as

_ . 2 2
Tarumretij = ldrum@drumij +Co+ Crwdrumij + Cowgrumii — Ftire.x.ij Rdrum, (4.6)
mij

Where'ftire)gi j are observer estimated tire forces.
This setup also emulates the correct correlation betweemttividual drum speeds:

_ Vwheelxiij

Wdrumij = ma (4.7)

to enable simulation of different wheel speeds when dritfmgugh curves, whengyneelxij
are calculated from (3.32)-(3.34). In addition, a specggtnaint system that keeps the
vehicle on top of the drums allows realistic heave and pitations of the vehicle body, as
depicted in Figures 4.6 and 4.12. This rig produces a reatighamic vertical load transfer
between rear and front axle during acceleration and dext@arin accordance with (3.44)-
(3.47).

Finally, a road load simulation model estimates the VUTestactor®, vy using the
chassis dyno measurements and updates the®staté the associated object in the virtual
world. No further interfacing between the real VUT and theadation environment is
necessary, such that the VUT can be tested as a black boxsiystegenuine HIL setup.

4.3.3 Substitution of a simulated target by a moving base

Similar to incorporation of the real VUT in a HIL simulatiosyrrounding road users can be
represented by a so-called moving base, depicted in Figd(a)bn the previous page. The
moving base is a 4-wheel driven, 4-wheel steered robot iethat responds to position
commands of the multi-agent real-time simulator and eresléiie motiort2x; of other
road userselativeto the VUT, such that this motion is detected by the VUT’s esninent
sensor. For this purpose, the soft real-time simulatorditét network) and the hard real-
time chassis dyno and moving bases (CAN bus) are linked gjtraledicated interfaces,
indicated in Figure 4.5. In order to carry out the desiredtieé maneuvers, the moving base
must be able to perform motions that are not possible witladstrd car€.g, sideways),
as illustrated by the resulting velocity vectew, in Figure 4.4(b). For this reason the
individual wheels can be steered in a range350° to +350°.

Like the chassis dyno, the moving base should also have aottaindwidth of about
5Hz in order to minimize positioning phase lag. In addititme moving base should be
capable of accelerating with 10 ri/e order to emulate the relative motion resulting from
an emergency stop of the VUT. Finally, the top speed, whickhew of the relative VeHIL
world corresponds to the maximum relative velocity, shatldeast be equal to 50 km/h.
This covers almost all highway scenarios, as was shown ip@ha.

These requirements are met by a vehicle platform equipptdimdependent all-wheel
steering and all-wheel drive, using battery-powered D@@®otors. The trajectory con-
troller of the moving base realizes the desired trajeciqmyrer(t), defined by the relative
motion‘2x;(t) of the target vehicle in the horizontal plane. The only dbads are that the
trajectory-2x4 (t) fits within the dimensions of the VeHIL laboratory (200 m iy, see Fig-
ure 4.14) and meets the specifications of Table 4.2. The rgdyase controller determines
the drive torques and steering torques so as to minimizeitfezehce between the actual



4.3 Vehicle hardware-in-the-loop (VeHIL) simulations 87

Table 4.2: Specifications of a moving base.

Vehicle mass (including body) 650 kg

Wheelbase 14m

Track width 1.4m

Chassis configuration 4-wheel independent drive/steer #850° to +350°
Installed power 52 kW

Battery pack 288 NiMH D-cells, 375V, 100 kg

Maximum velocity 50 km/h

Maximum longitudinal acceleration 10 r/s
Maximum longitudinal deceleration —10 m/$
Acceleration from 0 to 50 km/h 2.1s
Maximum centripetal acceleration 12M/s

and desired moving base position, such that a repeatafdettey is achieved within a po-
sition errore of at the most 0.10 m, depending on the dynamics of the saengére moving
base navigation system uses a combination of a magnet gtiddometry with a measure-
ment accuracy of 0.04m, resulting in a total positioninguaacy of (0.10t0.04) m. For
more information on the design and control of the moving bereader is referred to the
work by Ploeget al. [192, 193].

In order for the VUT to obtain realistic sensor data, the mgwase is equipped with
a vehicle body that represents similar target charadesists a real vehicle, see Figure
4.7(b). Its radar cross section is similar to that of a stash@assenger car, and the body has
a similar shape and reflection properties for testing visiod lidar systems. A comparison
of sensor systems using sensor calibration techniquesevidlemonstrated in Section 4.4.

Subsequently, the ADAS controller receives realistic ingignals through its vehicle
state sensors and environment sensors, and outputs consigaiads to the vehicle actu-
ators (engine, brake) with a realistic actuator load, jssif she VUT was driving on the
road. It must be emphasized that the actual moving base mistiveHIL is not known
a priori, but is the real-time equivalent of the resulting relativetion between an au-
tonomously simulated target vehicle and an ADAS-contbl&JT. For example, when the
VUT makes an emergency stop with deceleratgnyr, the moving base accelerates for-
ward withay yg = —az vyr. In this way aclosed-looHIL simulation is obtained, such that
the ADAS is validated in an artificial traffic environmentginding real vehicle dynamics
and real sensor input.

4.3.4 Fault injection for validation of fault management systems

Apart from testing the nominal system behavior of an ADASsitmportant to validate
its fault tolerance, which requires the usefaiilt injectiontechniques. Fault injection is
the deliberate introduction of faults into a system, andghlesequent examination of the
system for the errors and failures that result [10]. In theiglephase fault injection can be
applied for understanding the effects of faults, and fegdhiack test results to improve the
controller and test procedures. In the validation prodbsspbjective is to validate the fault
management system and to forecast the faulty behavior ¢éatbet system.

Because of their flexibility in simulating operating cornalits and manipulating con-
troller inputs, HIL simulators are very suitable for fauljéction. Fault injection for ADAS
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Figure 4.8: Possibilities for simulated and physical faafection in VeHIL.

validation has usually been applied on the level of the emdeddontroller [21, 103]. New
fault injection techniques are therefore required for tathat enter the target system at
system level, such as sensor faults, actuator faults, atdrpations from the environment.

Fault injection in VeHIL can contribute to the dependapilitssessment of an ADAS
in a number of ways. It can be used to assess the effectivehésslt tolerance mecha-
nisms built in the ADAS control system. Furthermore, fagjection may reveal potential
failure modes that were not previously discovered. In VeHillts can be introduced in a
controlled and repeatable way, which allows to determireettfiect of a single fault or a
combination of faults under specific conditions. Within Bzeme test faults can be injected
from the simulation environment and by physical injectiasjllustrated by Figure 4.8. In
this respect several performance indicators of fault igachave to be considered:

o Controllability of the experiment, which relates to the capability of thdtfenjection

to control the appearance of errors in the system as theyradeiged by faults.
Observabilityof the response of the fault-tolerant system in the presefifzilts.

Fault representativenessflects to what extent the induced errors are similar toghos
provoked by real faults.

Fault equivalenceeflects to what extent distinct fault injection techniqlesd to

similar consequences (errors and failures).

4.3.5 Representativeness of VeHIL

A fundamental aspect of a HIL test environment is that it jites arepeatablé andrepre-
sentativetesting environment. As we have demonstrated, the errgan@e and bandwidth

INote that the concept oépeatability— the variation arising when all efforts are made to keep it con-
stant by using the same instrument and operator, and regehtring a short time period — should not be confused
with reproducibility — the variation arising using the same measurement processgdifferent instruments and
operators, and over longer time periods.
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of the moving base and chassis dyno are within the noisesd@fanvironment sensor sys-
tems, such that VeHIL can be regarded as a repeatable testiimpnment.

Furthermore, the input from the artificial VeHIL environneénto the VUT must be
representative for the actual driving conditions on thedrod restriction of the VeHIL
simulation in this respect is that vehicle-based inergalsors (accelerometers and yaw rate
sensors) do not give a representative signal, since the SWEld at a stationary position.
Another restriction is that the chassis dyno does not predateral tire forcese,yj in
accordance with (3.36)-(3.37) during steering actionh@MUT, since the slip angles of the
front wheelsngj equal the wheel angleéls;. However, the resulting relative lateral and yaw
motion can still be correctly emulated, as shown in Figudél). On the road, environment
sensors can be perturbed by obstacles outside the releear¢a, infrastructure elements
outside the path of motion). Much of the effort in sensor garsicessing is associated with
filtering out these disturbances. In VeHIL these disturlesraan be different from the real
world or even absent, although the absence of these disttebaloes not affect the basic
operation of the ADAS. A comparison between a test trackate@nd a replay in VeHIL
will be shown in Chapter 7 to confirm this.

To solve these issues, the HIL concept allows to feed the ADASal-time with a ‘mix-
ture’ of real and virtual sensor signals. Any missing sesggmal can be generated from the
real-time simulation of the vehicle model (3.27)-(3.47}he multi-agent real-time simula-
tor (the internal dynamics of entis). This signal then replaces the real sensor signal and
is subsequently fed into the ADAS controller, as schembyigaesented in Figure 4.8.

Alternatively, inertial and environment sensors can béalied on a moving base that
executes a traffic scenario as if it were a standard road leghitiile another moving base
represents a target vehicle, as shown in Figure 4.4(c). Sétigp also allows to obtain a
relative velocity of up to 100 km/h, when two moving baseseltowards each other.

Due to the absence of a realistic driving environment, Veldlhot intended to serve as
a driving simulator, although it has potential to includésdr interaction, as will be illus-
trated in Section 4.4.3. VeHIL is therefore not meant toaepltest drives, but focusses on
repeatable and accurate testing of the ADAS performancdepehdability before ‘human-
in-the-loop’ test drives take place. In addition, VeHILtteare used for those scenarios that
are too difficult or dangerous to perform on the road.

4.3.6 Added value of VeHIL in the development process of ADAS

By providing a world-wide unique HIL environment for intiglent vehicle systems, the
VeHIL laboratory offers a number of distinct advantages:

e Tests are performed in a repeatable and flexible way with bigturacy, since the
moving bases are operated from a computer-controlled @mvient. This allows
precise variation of test parameters to assess the influgrspecific parameters and
failure modes on the ADAS performance.

e Tests are safer, due to the absence of high absolute vekcikurthermore, traf-
fic scenarios are monitored by a supervisory safety systeérichwprevents any real
collisions. This allows to test ADASSs in safety-criticaks@arios.

e The costs of the validation process are reduced, becausetesis are performed in
a short time frame. The VUT can drive for hours and be contisiyotested, which
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is not possible during test drives. Depending on the coniiglex the scenarios, up
to 20 tests per hour can be performed, including scenarigdation, trial runs, test
execution, and data acquisition. A test cycle is therefagmeificantly faster than is
possible with test drives [133]. This will also be demontstdan the case studies.

Due to the high accuracy of tests, a high success rate famgestobtained.

Because of these advantages, VeHIL complements the exitvelopment process of
ADASSs in many phases and on many of the levels of the ‘V’-diagpf Figure 4.1:

Rapid control prototyping in VeHIL can help to define the systspecifications in
an early development stage. In addition, based on saféigatmaneuvers and fault
injection, potential hazards can be analyzed.

The flexible transition from MIL simulation in PreScan to Héimulation in VeHIL
allows a model-based development of the controller. Giiscenarios that are identi-
fied with MIL simulations can be quickly uploaded in VeHIL fexperimental testing.
Test results can then be compared with the simulation sefrtvalidation of sensor
and vehicle models.

On the module level the ability to combine high position aacy with high and ac-
curate relative speeds makes VeHIL an efficient tool in \eaifon and benchmarking
of the exact performance of environment senserg,(sensor calibration).

On the system level VeHIL especially facilitates flnactionalvalidation of the per-
formance and dependability of complex black-box contrelegainst objective mea-
sures. Algorithm evaluation, fine-tuning, and benchmagkian be done efficiently.

For production sign-off and certification purposes the mggeatability and ability to
deal with safety-critical applications make VeHIL a strdogl.

Finally, VeHIL facilitates the transition from simulatierto outdoor test drives that
are used to evaluate the real performance and dependafilifye road. These test
drives can be performed with a much higher confidence anditéssvhen the ADAS
has already been thoroughly tested in VeHIL.

We will demonstrate the suitability and added value of VehfiLthe next section with
several examples.

4.4

VeHIL test results for ADAS applications

In cooperation with industrial parties, tests have beerdooted for several vehicle types
(trucks, cars), ADAS applications (ACC, stop-and-go, F@Wé-crash systems, blind spot
systems), and sensors (radar (pulse-Doppler, FSK, FMCMipn/(both mono and stereo),
and lidar). Here we will discuss the test results for senatibation, ACC, and FCW. For
clarity, the presented controllers are simpler than theaémnplementation, since the focus
is not on their actual performance, but on the way they atedes



4.4 VeHIL test results for ADAS applications 91

441 Sensor calibration

Calibration of environment sensors is necessary for vatifia of the sensor specifications,
and for modeling and benchmarking purposes. VeHIL provateaccurate ground truth on
the obstacle position, since the moving base state vegidt) is accurately known in real-
time. The ability to combine high position accuracy withthand accurate relative speeds is
an efficient tool in identifying and benchmarking the exaamtfprmance of a sensor over its
entire operating range. Since sensor experiments arelopgr{there is no vehicle system
active), a high number of tests can be performed.

To illustrate the added value, sensor calibration testgewene on the TNO RoboJeep,
depicted in Figure 4.9. The RoboJeep is an autonomous egkiglipped with a 2.4 GHz
FMCW (single beam) radar and a stereovision system, camgist two CMOS-cameras,
with 1024x 1024 pixels and a field-of-view of 530 A dense disparity algorithm was used
to detect obstacles and compute the distance to the RobdB&p

Figure 4.10 shows the test result of an moving base movingrigitudinal direction in
front of a radar and vision sensor. In-depth analysis of treesponding data shows that in
low-speed maneuvers the moving base has a real-time poaturacy of (03+ 0.04) m,
which is within the resolution of state-of-the-art envineent sensors. Typical sensor char-
acteristics, such as the detection range, field of view, @ogyand resolution can therefore
be accurately verified. In addition, information on the détn delays can be retrieved.
Furthermore, the performance of the sensor fusion systdmnghwries to correct distur-
bances and faults by fusing the data with input from othesses) can be validated for the
detection rate and classification rate.

4.4.2 Adaptive cruise control system

An ACC controller must be tested in a closed-loop experimgnte the ACC control ac-
tions affect the relative motion, which in turn is detectgdire environment sensor. Apart
from the vehicle itself, optionally a human driver can beliied ‘in-the-loop’ to operate
the ACC control lever and to introduce disturbances. Theopype vehicle, depicted in
Figure 4.6 has been implemented with the ACC control lawZR.1

This control law is tested for the traffic scenario of Figur&l4 which is transferred to
VeHIL, as shown in Figure 4.12: the ACC-equipped vehicle Redr on the middle lane
when suddenly target vehicle 1 cuts in from the right lanel@dec distanceg, > 0) and
driving at a lower speedi{ < 0). This happens &t22.9 s, which can be seen from the range
X and angles to the target in Figure 4.13. At=25.3 s the radar sensor on vehicle 2 detects
the target in the host vehicle’s lanie,, the angles to the target is approximately 0. Control
law (2.12) then results in a reference acceleratigh< 0 and the ACC activates the brake
system. Vehicle 3 stays on the right lane and is used to testhhity of the ACC system to
distinguish between important and irrelevant targetserttaffic environment(e., vehicle 3
should not be considered a target). On a test track it woulatbedifficult to carry out such
a test with human drivers in a safe and repeatable mannen ¥eaHIL the scenario can be
accurately reproduced. Especially note the transformédtam absolute to relative motion,
i.e, Vyg =V1—V2. The results also show that the moving base has a maximurtiguosi
errore of 0.10 m between desired and measured position, and a adiégtwithin 0.01 m
between consecutive test runs. The velocity error is ugsaiialler than 0.1 m/s.

For this type of tests VeHIL has an added value in identifyting requirements and
capabilities of an ACC system for safety-critical traffiesarios in an early development
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Figure 4.9: Experimental setup in VeHIL for sensor calilwatwith the moving base on the
left, and the RoboJeep, equipped with lidar, radar and steisgon, on the right.
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Figure 4.10: Comparison of the stereovision and radar semlsta with the ground truth
from the moving base.

stage. Using rapid control prototyping techniques, vaioontrol settings are efficiently
tested for a variety of scenarios. When the effect of varteaffic disturbances on control
performance is known, controller parameters can be opyrhated. In a later stage func-
tional validation of the completed system to these requér@sican be done unambiguously
and efficiently.

4.4.3 Forward collision warning system

Testing an FCW system is more safety-critical than ACC,esicollision warning system
is activated shortly before a collision is expected. A wagnis issued when a threshold of
maximum braking capabilitami, is crossed by the deceleratiap; required to prevent a
collision.

The truck, shown in Figure 4.16 on page 96, is equipped witbrdrol law similar to
(2.4). In the simulated scenario, an inattentive truckeatridriving at 25 m/s, slowly ap-
proaches another vehicle, driving at 23 m/s (representeithdynoving base). After the
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Figure 4.11: Visual representation of a cut-in scenario Iretvirtual world: an ACC-
equipped vehicle drives on the middle lane, when suddeelpbihe two preceding vehicles
cuts in from the adjacent lane with a lower velocity.
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Figure 4.12: The cut-in scenario of Figure 4.11 is reproddiéde VeHIL to test an ACC

system: (1) moving base no. 1 (MB1), performing the cut-inenaer of vehicle 1 from the
viewpoint of vehicle 2; (2) vehicle under test; (3) MB2, eg@nting the relative motion of
the other target vehicle 3.

preceding vehicle suddenly braked at46.7 s aref in (2.4) drops belovéy min att = 49.2s,
and subsequently the FCW system sends a collision warnitigtdriver. The correspond-
ing test results in Figure 4.15 show that, after a slightyldlae to driver reaction time, the
driver brakes at = 49.9 s and avoids the collision.

In this way, optimum warning thresholds are defined by exaguepeatable and safe
experiments. Apart from objective parameter tuning, Velléo has potential for subjec-
tive evaluation in addition to on-road tests. It can be vedifivhether the warnings, when
given in defined critical situations, are timely and appiatg:. Although the final subjective
evaluation should be done on the road, VeHIL can be used faniial evaluation using
the measures of Section 2.3.4. Ongoing research focussi@skomy VeHIL to a driving
simulator [13], which would enable to run high-fidelity dyni&al behavioral studies.
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Figure 4.13: VeHIL test results for the cut-in scenario wiitle ACC system.
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Figure 4.14: Trajectories of the moving bases in the VeHholatory during the ACC test.
Moving base 1 starts 4k, y) = (100,—4) and ends afx,y) = (42, 0), whereas moving base 2
starts at(x,y) = (85,-4) and ends afx, y) = (-20, -4).
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Figure 4.15: VeHIL test results for the FCW system in an apphoscenario with emergency
brake maneuver.

4.5 Summary

This chapter has introduced the concept of HIL simulatiohafiware components, which
allows quick and accurate evaluation of the system befstaltéves take place. In that way,
HIL can resolve most of the difficulties associated with-&dhle prototype tests, while still
having a relatively high level of reliability due to the caation with real hardware. We
have then presented the new VeHIL concept for testing ADAB®re a real intelligent
vehicle is operated in a HIL environment. VeHIL is suitalbde ¥arious types of ADASSs:
ACC, stop-and-go, FCW, pre-crash systems, blind spotsysstand fully autonomous vehi-
cles. VeHIL experiments can be performed in an accurateataple, and controllable way
to create a representative test environment. With testtsgsinas been demonstrated that
VeHIL has an added value in several phases of the develogmaeess of an ADAS: sen-
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Figure 4.16: Experimental setup of a VeHIL test with a truaipped with an FCW system.

sor verification, rapid control prototyping, functionakfimance validation, fine-tuning of
control algorithms, and production sign-off tests, as bdifurther demonstrated in the case
studies of Chapters 6, 7, and 8.

Furthermore, tests can be performed more efficiently tham suitdoor test drives, and
test scenarios can be varied very easily, due to the comectithe underlying simulation
environment PreScan. Subsequent test drives can then toerped with a much higher
confidence in the system, since the ADAS has already beeoupbly tested in VeHIL.
VeHIL is thereforenot meant to replace MIL simulations and test drives, but to fam
efficient link between them. Consequently, the number aditen loops in the development
process can be reduced, saving time and costs. Unfortynatgiractice there is a huge
number of combinations of scenario parameters possiblethes@dDAS cannot be tested
exhaustively. Generation of a representative set of tegb®is crucial to an efficient and
effective validation program using PreScan and VeHIL. knrtlext chapter we will therefore
present a probabilistic approach for testing the ADAS foegresentative set of scenarios,
by identifying the number and type of tests to perform.



Chapter 5

A methodological framework for
probabilistic validation of ADASs

The previous chapter has presented the challenges regateelopment of control sys-
tems for advanced driver assistance systems (ADASSs), d@ratlirced tools to speed up
the validation process. The challenges involved in vailisiatas stated in Objective 4 on
page 9, will be further illustrated in Section 5.1, whereegaVl/state-of-the-art methods for
control system validation are discussed. To address tihedlenges, Section 5.2 introduces
the concept of randomized algorithms for probabilistic teolfer validation. The theory
is illustrated with a simple case study that highlights #rgé number of samples that are
required for validation. Section 5.3 then discusses varmssibilities for improving the
efficiency of randomized algorithms, one of which is the usenportance sampling. This
method is further extended to a new algorithm for adaptiyeartance sampling in Section
5.4, and the case study is extended for the multi-dimenkzas®. Section 5.5 presents a
methodological framework to integrate this randomizedatgm with the use of the simu-
lation tool PreScan, the VeHIL laboratory, and test driviéiaally, Section 5.6 summarizes
the results of this chapter.

5.1 Objectives and methods for control system validation

As was discussed in the previous chapter, the automotivwestndcurrently lacks a stan-
dardized industry-wide validation method for ADAS conteyistems. Compared to the
aerospace industry, wheckearanceof flight control laws has been subject to standardized
methods for decades [123], the automotive industry hddstittain the same level of val-
idation. Long before an aircraft can be tested in flight, tpehdability and performance
of a flight control system must be proven to the authoritiedeurall possible combina-
tions of operating conditions, parameter variations, aildfe modes. Although stability
and handling requirements are even more stringent for anaétithan for an automobile,
the aircraft's environment is quite predictable. Furthere) the trained pilot and the flight
control system usually have sufficient time available toowee from a malfunction or to
anticipate on disturbances. However, the type and size cértainty for an automobile
in a complex traffic environment is considerably larger. Thuige amount of validation
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work therefore requires fast, efficient, and numericallialde methods. New techniques
are therefore needed for the faster detection of combinaitidd parameter values and traf-
fic maneuvers, for which the requirements are not met. Suaktwases may be caused
by rare combinations of events, which makes it particuldifficult to detect them. In the
aerospace industry several methods have therefore beeloded for the analysis of com-
plex uncertain systems, as described by Fiel@ingl. [61]. As we will see in this chapter,
each of these techniques has its known strengths and wesasnd® illustrate this, we will
first describe a simple linear control problem for adaptiwese control (ACC).

5.1.1 A case study: The ACC control problem

The ACC longitudinal control problem consists of two vebglas was illustrated in Figure
2.3. Since the objective is to control the motion of the hestigle 2relativeto the preceding
target vehicle 1, the vehicle state is chosexas X2 V2 vz]T. Every time that the
sensor detects a new target vehicle that the ACC systemdsfadlaw, the time counteris
reset to zero, and the initial conditionxf is defined ax2(0) = [%.2(0) V., 2(0) V2(0)] T
The state space representation (2.15) can then be written as

010 0 0
Xo=|0 0 0| xo+ |[-1]|ax+ 1] ay, (5.1)
0 0O 1 0

where the acceleration of the host vehialeis the control input, and the acceleration of
the target vehicle, forms the disturbance to the system. Since this is a linesdtfack
control system, perturbed by bounded disturbances andtanc@arameters, the system
can be rearranged into the general control configuratiomykras theM A-structure. In this
configurationM represents the known part of the system ancepresents the uncertainty
present in the system. The system can then be investigatedfost stability and robust
performance using standagdanalysis techniques, as discussed in several textbogké. [2

5.1.2 Characterization of performance measures by cost fugtions

Before any validation can take place, we should define #talsihd performance more
clearly. As discussed in Chapter 2, ACC performance can batified using several mea-
surespk. These can be Boolean, such as the safety measyire {0,1}, wherepgo =0
means that the ACC manages to safely follow the target vehéridpco = 1 means that
the scenario would require a brake intervention by the dtivgorevent a collision. How-
ever, such a Boolean measure cannot distinguish in sevmttyeen different situations
for which peon = 1. Therefore, a continuous safety measure can also be siseli as the
time-to-collision (TTC), tracking error, control efforide comfort, and string stability.

The value of these performance measures for a particulaasocedepends on the per-
turbations imposed by that scenario. As we have seen in €h2aphis relates to the motion
of other vehicles, as well as the initial conditions. As gated in Figure 2.5, these scenario
parameters, together with driver input, disturbances,faitdre modes form th@arame-
ter setQ: ann-dimensional set of all possible parameter combinationsnt®@| system
validation then requires to evaluate the functigh @ — R : q — pk(q), whereq is ann-
dimensional vector, witly; thei-th element ofy. Some of these individual cost functions
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Figure 5.1: Examples of cost functions: non-decreasingyeg, non-convex, and Boolean.
A verification test at|; = G may give estimates for the cleared parameteristas well as

the non-cleared seD®. Note that the actual boundary betwe€ and Q°, which lies at
g, is usually difficult to estimate.

can be unimodali.e., monotonously increasing or decreasing, but others wilehaore
than one local minimum, as illustrated in Figure 5.1 for the-@imensional case.

5.1.3 \Verification of the system specifications

Experimentsj.e., individual simulation runs of a traffic scenario with a pewtar realiza-
tion of gj € Q, can be performed to evaluatg(q;) for different objectives. One of these
objectives is to verify that the system specifications arg sweh as a sign-off test before
the start of production. The (sub)system is then requirgubss a pre-defined test that is
expected to represent the most stringent condition thesystill encounter in practice.
This can be formalized in the following problem statement.

Problem 5.1 Verification of system specifications
Given a specific condition; € Q, verify whether the performance measpiemeets the
specificationy. O

This problem can be easily solved for a particidpunder the influence of a particulay,
by just checking the parameter combination of integgsind evaluate whether(d;) < .
In case the cost functigsk is non-decreasing, as illustrated in Figure 5.1, eggnyithin the
set{g € Q|q < G} is then also cleared. In case the verification problem ire®bhecking
pk(@j) > "k, this statement can be easily reversed to apply to the desatéq € Q|qi > G }.

Example 5.1 Verification of the system specifications.Consider a car-following
scenario for the system (5.1), where both the host and teetpitle are initially driving
with constant and equal velocity, and the target vehiclasnly brakes. It is obvious
that the likelihood of a collision event, denoted wijth,, increases with a stronger de-
celeration of the target vehicle. In this way the cost fumtficq(a1) is non-increasing.
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If we verify that for a particular value of the target vehicaeceleratiordy the ACC
system is safe, it can be concluded that it is also safe fatladira; > §.

The benefit of verification testing is that a single test dethe entire parameter set
Q. However, verification gives no information on the volumetioé cleared parameter
setQ’, since it may extend to other cleared parametgrin the set{q;|(q;)i > (a;)i}
for which pk(0j) < v, as illustrated in Figure 5.1. It is also unclear where thariatary
Pk =k betweenQ  and Q° lies. The complexity of these problems obviously grows with
increasing dimension a. Furthermore, no information on the probability of the &ktis
given,i.e., how often the specification is satisfied, and how the sysenfopns on average.
Relying on verification testing also increases the likediththat manufacturers design their
systems to meet a specific verification test, as is sometires @ith the Euro emission
standards (so-called ‘cycle-beating’ [127]). Systemdation using a predetermined and
limited set of operating conditions should therefore nottbasidered suitable for future
ADAS validation procedures.

5.1.4 Evaluation of the cleared parameter set

Both for controller synthesis and validation it is neceggargain more insight in the per-
formance of the system over the entire parametefsat/e therefore define the following
validation problem.

Problem 5.2 Evaluation of the cleared parameter set

Validate that the criterigy are satisfied for the entire parameter@gthat ispx(q) < ~ for
allg € Q, where@ is ann-dimensional set ifR". If there areq for whichy is not satisfied,
i.e., pk(q) > 1k, we would like to know how large the cleared sub8et {q € Q|pk(q) < W}
and the non-cleared sub%2t = {q € Q|pk(q) >~} are. In addition, it is of interest to know
where the boundary, lies between the cleared and non-cleared subsets of theptaa
set. (I

For a linear low-order system as in (5.4}analysis techniques can be used to guarantee
robust stability and performance for all possible comboret of the values of uncertain
parameters. These techniques are however restricted tivaniable linear models and
frequency domain clearance criteria, and they are not sveled for complex models with
nonlinear and time-domain clearance criteria. With the glexity of the system, the control
validation problem scales up, due to the exponential irseréna volume associated with
adding extra dimensions to the parameter set.

This so-callecturse of dimensionalitigas given rise to the notion tfactability, as dis-
cussed by Vidyasagar [255]. Lgfm) denote the maximum number of operations required
by an algorithm on any problem instance of sizelf the functionf(m) increases no faster
than some polynomial im, then the algorithm is said to wlynomial-time A particular
problem is considered to ligctable if a polynomial-time algorithm can be found for that
problem.

Unfortunately, for a realistic nonlinear vehicle modellwén increasing dimension of
Q, clearance of the entire parameter set will become moreudliffio solve, and eventually
becomentractable That is, it is unknown whether there exists a polynomiatetisolution
to the problem.
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Figure 5.2: Validation of® with: (a) grid search; (b) fractional factorial design.

5.1.5 Grid-based techniques to cover the parameter set

In order to provide a polynomial-time solution, a controlte often validated with arid
searchover the operating range of all parameters, which is commaxctice in the aerospace
industry [61]. However, the procedure to put a grid on theapeater set and do all evalu-
ations at the grid points, as illustrated in Figure 5.2(agsinot give an answer about the
behavior between these points. For critical subsetd the number of grid points could be
increased (as illustrated). The hope is that with a veryavagrid, all critical points will
be found, but a guarantee can never be given. Furthermdrer@uigh grid search requires
a very large number of experiments, often too large to babiEasAlthough a grid search
is a tractable solution, it therefore has I@fficiency in terms of the number of function
evaluations required to reach a desired accuracy in thdatain.

A method to improve the efficiency of grid-based validation gain insight in the sys-
tem behavior iglesign of experimen{d65]. Design of experiments provides a statistical
means for analyzing how parameters interact in an expetjraad how they influence the
performance measure. It can be effectively used to determanse-and-effect relation-
ships in experiments. Yet, the most important characteiisthat it reduces the number of
experiments that are required to analyze these relatipgsshi

This reduction is accomplished througfractional factorial designwhich consists of a
carefully chosen subset (fraction) of the experimentasfra full grid search, as illustrated
in Figure 5.2(b). The subset is chosen so as to access infomabout the most important
features of the problem studied, such as the main effectsrd@chctions of the elements
gi of q on the performance measusg The resulting design requires considerably fewer
experiments than a full factorial desigre, a full grid search). In casa priori information
on the cost functiomy(q) is available, an optimal subset can be configured using trap
design methods [165].

Using the information obtained from design of experimeatsgsponse surface can be
constructed, such that the shape of multivariate cost immetcan be investigated. The
response surface methodologyplores the relationships between several parameters and
one or more performance criteria [165], as will be illustdatater on in Example 5.8.
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Figure 5.3: Example of a worst-case search process for adimensional parameter set.

5.1.6 Evaluation of worst-case performance

Instead of investigating thentire parameter se@, as discussed above, an alternative ap-
proach is to search for theorst-casgperformancey;, formalized as follows.

Problem 5.3 Evaluation of worst-case performance
Estimate the global worst-case performance, defined by

* = mi . 2
Pk qrglgpk(q) (5.2)

In case the worst-case performance is defined by a maximemé#éximization problem
can easily be rewritten as a minimization problem, sincgepn@ = —mig(—pk(q)). d
qe qe

The corresponding parameter veajotis defined as the location pf. If this worst-case
point can be cleared, it implies that the controller can kardd for the entir®. Since there
is usually no analytical solution for (5.2), a search algion of some sort must be used. We
can therefore define an optimization problem, and find thestamase performangsg at the
local worst-case poirtj within an error tolerance, as illustrated in Figure 5.3.

Compared to a conventional grid search, the optimizatiasel validation offers a con-
siderable improvement in efficiency, and it is very suitafolesimulation purposes. This
occurs because the number of function evaluations reqtoredmpute the worst-case pa-
rameter combination is usually much lower than that cowadmg to evaluating the func-
tion in all vertex points of a grid. A second advantage is eedd by allowing a continuous
variation of parameters within the given parameter@eivhich reduces the risk of missing
critical subsets o).

On the other hand, a cost function may exhibit multiple looalima, such as the non-
convex example in Figure 5.1. In that case a computatiorxibensive global search al-
gorithm must be used, and it cannot be guaranteed that timipation converges to the
global minimum. An optimization algorithm only results ame parameter combination
qj, for which the controller may or may not be cleared. In case- ~, little information
is available on the size of the non-cleared subse® ofOptimization-based validation is
therefore only useful in applications, whexeerypoint in Q@ must be cleared, such as in the
aerospace industry. However, tuning an ADAS controllehtoresults of a worst-case anal-
ysis may result in a too conservative controller, if this stezase scenario is an extremely
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rare event. It is therefore unreasonable to expect the @tartto exhibit satisfactory per-
formance for every poingj € Q. Instead, a small failure probability is considered to be
acceptable.

5.1.7 The need for a new methodology

Because of the impossibility of exhaustive testing, aratiee ad-hoc process of simulations
and test drives is often used for validation. Although treutes of test drives are realistic,
the test schedule can never cover the entire set of opeiaimdjtions, due to time and cost
constraints. Especially rare events are difficult to reposcand analyze by using test drives.

Conversely, simulations have their limitations with ratyéo the ability to model the
traffic environment realistically, and with regard to thdidation of those models. This
increases the model uncertaimyand consequently the error in the estimate of the per-
formance measure. Unfortunately, little information isigable on the accuracy of the
estimated performance and the associated confidence. Wd theuefore like to obtain a
guarantee on the performance and dependability of a sysiémawesired level of accuracy
and confidence.

In order to improve the transition from simulations to testels, the VeHIL laboratory
was introduced in the previous chapter. VeHIL allows todatié an ADAS in an early stage
of development, and provides the possibility for modeldation. However, an efficient test
schedule is essential for testing an ADAS with simulatidfedilIL, and test drives.

The objective of this chapter is therefore to develop a nuhagical framework for
ADAS control system validation. A key element of this metblodyy is the generation of
an efficient test schedule consisting of theimumnumber of experiments that is sufficient
to validate the ADAS with a desired level of accuracy and amicé. As discussed earlier,
this problem cannot be solvextactlyand is a computationally ‘hard’ problem.

5.2 Randomized algorithms for control system validation

5.2.1 Motivation for a probabilistic approach

An alternative approach for solving a complex problem dyaistto solve itapproximately
by using arandomized algorithm A randomized algorithm is an algorithm that makes
random choices during its execution, and covers sequgehtal\Vegas, Monte Carlo, and
other probabilistic algorithms, as investigated in ddigiMotwani [169] and Tempo [237].

The use of a randomized algorithm can turn an intractablelpnointo atractableone,
but at the cost that the algorithm may fail to give a correttittan. The probabilityy that
the randomized algorithm fails can be made arbitrarilyekoszero, but never exactly equal
to zero. This probability mainly depends on theample complexityi.e., the number of
function evaluations, but also on the type of problem to beesb

A popular example of a randomized algorithm is the Monte €aitnulation strategy,
where the system is simulated for a representative, thoegharge, set of operating condi-
tions, based on the probability that these conditions oddonte Carlo simulation methods
are especially useful in studying systems with a large nurobeoupled degrees of freedom

INote the difference betwearecessarandsufficientconditions. It is often impossible to determine the min-
imum number of experiments that is necessary for validatwnereas it is often much simpler to determine a
sufficient number, which has a larger but still acceptal#e.si
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and find application in a variety of fields, such as physicmpater science, reliability engi-
neering, and financial mathematics. Monte Carlo simulagaso widely used for design
and analysis of control system performance, such as in ttespa&ce industry [61, 225],
process industry [275], and automotive industry. Sevarddas discuss the application of
Monte Carlo simulations to the evaluation of ADAS contrmdleMichaelet al. [163] present
the validation of a lateral vehicle control system, Toueaal. [242] show the safety effects
of ACC by a Monte Carlo analysis, and Godbeleal. [88] evaluate a collision avoidance
system, based on probabilistic assumptions for scenadidaver parameters. More recent
applications of randomized algorithms include contradianthesis and robustness analysis
for systems with bounded disturbances, as discussed indHely Tempcet al. [236] and
Vidyasagar [254].

The main advantage of Monte Carlo is that it can take into acta representative part
of a high-dimensional parameter set, including disturlearend failure modes. Further-
more, it allows the simulation of black-box models, whereknowledge of the underlying
process is necessary. On the other hand, this means thaerie osde of any priori
information on the system to make the validation processemfiicient. Monte Carlo also
allows for dynamic testing, such that the time-dependertyéen certain inputs is taken
into account, and time-domain performance measures casdie u

The downside of Monte Carlo simulation is the size of the sigffit sample complexity
that guarantees a certain accuracy and level of confidenttesfgsimulation outcome. In this
section we demonstrate that this sample complexity is bednout also that these bounds
are rather conservative.

5.2.2 Problem definition for Monte Carlo sampling

The use of a randomized algorithm for controller validai®illustrated by considering the
following problem.

Problem 5.4 Probability of clearance

Consider an arbitrary process with only two possible ousrttleared’ p < ) and ‘non-
cleared’ p > ~). The problem is then to determine the probabilgyof a non-cleared
outcome of the process for alj € Q, such that the cleared parameter gkt and the
non-cleared parameter 98t can be evaluated ingrobabilisticsensé. O

Problem 5.4 and the sample complexity are investigatediasv@ In order to estimate
p, we generat® independent identically distributed (iid) samptgsqy,...,qn in the pa-
rameter se according to its probability density function (PDfé). The outcome of every
j-th experiment is represented by an indicator funcfion

_J 0 ifp(a) <~
J(q”‘{ L i pla) > ©-3

whereJ = 0 is a successful outcome (the performapcsatisfies the requirementand
the parameteq is cleared), and = 1 is a faulty outcome does not satisfyy andq is

2Note the difference in notation betweprand p. The performance level applies toone particular experi-
ment, whereas the probabilifyapplies toall experiments. For instance, the safety of a single expeticenbe
expressed as = 0 (no collision) orp = 1 (collision), whereas the corresponding collision piliy is expressed
in the form of p = 0.001, in case one in a thousand scenarios results in a collisio
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non-cleared). The probability of an unsuccessful outcome can then be estimated by the
empirical probabilitypn(y) as’

N
ZJ(qJ (5.4)
=1

Equation (5.4) is also known as thenple samplm@shmator and is an unbiased estimator,
since the expected value pf; is p:

Eon=E] 23 0ap L= 26! S aap = 2 S B Q@) = Enp=p. (55)
PN szl dj N 2 q; szl q; N p=p. .
The simple sampling varianeg, of py is given by
N
ar{%ZJ(qj)} {ZJ(q,} Retvr(dta) =
1 1-
= (B{e@)?} - Ep@)?) =5 (p-p2) = PE7P

The accuracy of the estimafig, can be expressed in the relative root mean square (RMS)

error
\/var{m} _ e 57

(5.6)

P pN
From (5.7) the necessary sample complexity can then belatddy given a desired
relative RMS error and an expected value forHowever, this measure requirariori
knowledge ofp, which is exactly the parameter we wish to estimate! Furtioee, we do
not know what confidence to attach to any particular estinfigte In that respectpy is
unlikely to be exactly equal to the real probabiljty although the ‘law of large numbers’
[254] states thapy converges tg with probability 1, adN — oo, and as long as the samples
are chosen to be representative of the@et
The question thus arises in what sepgeconverges t@, and how many samplé$ are
required to estimat@y, such that it differs from the real (unknown) valpeby no more
thane >0, i.e,
Ip—pn| <, (5.8)

wherece is referred to as thaccuracyof the estimate.

Sincepy is a random variable, depending on the particular reatinatif N samples,
the outcome of the inequality (5.8) is a random variable aéwith a certain probability
of realization. Therefore, we cannot always guarantee|fhapn| < ¢, even for very large
N. This means that if the experiments are performed andthtémes, the estimat@y
will probably have another value. By introducinganfidence level -6 with § > 0, the
probability that|p—- pn,| < e for any ¢-th set of N experiments (denoted biy,) is then
defined as

Pr{|p-pn| <€} > 1-4. (5.9)

It is then of interest to know the requir@difor (5.9) to hold. In other words: how many
sampledN are necessary to achieve a desired level of accuraog confidence 246?

3In the following we will usepy instead ofpn (7) for reasons of brevity.
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5.2.3 Upper bounds on the sample complexity

In order to derive the require for a Monte Carlo simulatiom priori, we would like to
determine an upper bound on the sample complexity.

Binomial bound

Since Problem 5.4 is governed by a binomial process with wvdypossible outcomes, (5.9)
can be rewritten as

N~ N
Fwﬂp-mn§6}=§2<T)pW1—m““D+1—§:(T) ia-p™ND>1-5 (5.10)
j=0

j=N*

whereN™ = (p—¢)N is the minimum andN™ = (p+¢)N the maximum number of samples
for which it can be expected thafq;) = 1. UnfortunatelyN cannot be solved recursively
from (5.10), such that the necessary sample complékityas to be approximated.
For moderate values qf, the binomial distribution approaches the normal distidyu
if the number of samplebl is large (as a rule of thumpN and (1- p)N must both be
larger than 5). This is a result of the central limit theorevhjch states that any sum of
many iid random variables will tend to be distributed acaugdo a normal distribution.
An important property of the normal distribution is thatstpossible to relate all normal
random variables to the standard normal with megar0 and variance? = 1. If the variate
X ~ N(p,0?), then
z=X7#1 (5.11)
g

is a standard normal random variakife:- A(0,1) with cumulative distribution function
1 /7 u?
F = - R. A2
(z T _mexp( Z)du, ze (5.12)

The mean of a binomial distributed variabiee(, the expected number of positive samples)
equalspN, whereas the standard deviatiercan be approximated by N p(1-p). With a
desired accuraaythe likely number of positive samples is in the interval{€)N, (p+e)N].
The requiredN can then be found, when the desired probabdlity equal to the sum of the
values of the cumulative distribution function of the starinormal distribution:

1 (% u2 1 (N u2
d=——= | exp(-—=)du+—= | exp(-—=)du, Z,Z €N, 5.13
./—zﬂ/o o 2) \/27r/z+ P 2) (5.13)

__(p—¢)N-pN +_ (p+e)N-pN
evaluatedatr = —~——— andz' = —————.
VNpP(1-p) VvNpP(1-p)

An algorithm can then easily be constructed that gives aciefii approximation for the
least upper bounbl, denoted byNy;,. Unfortunately, this measure again requiaggriori
knowledge ofp, which is exactly the parameter we wish to estimate.

Additive Chernoff bound

To avoid this paradox we can use the Chernoff bound [34], vkiates that the probability
6> 0in (5.9) is no larger thane2Ne®. Chernoff's method centers around bounding the
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random variablep by investigating the random variakde® rather than the variableitself:

E{etpN}

PN (pn+e) = 7
Pr{é > d }< e

forallt >0, (5.14)
and applying Markov’s inequality [236] to the right-handeiof this formula. See [169] for
the lengthy mathematical derivation of this bound. This nsethat, after performing the
experiment times, we can state with a confidence of at leaseaN<’ that the empirical
probability py is no more thar different from the true but unknown probabiliy There-
fore, to estimate the unknown quantityto an accuracy and with a confidence46, N

should be chosen such tha«f’z"\'62 < 4. This can be rewritten as

1 2
> ——In-. .
N> 52 In 5 (5.15)
The right-hand side of this inequality is known as the-sided additive Chernoff bound
denoted ad®ly.

One-sided bounds

The validation objective that is investigated in this clesyis related to estimating the prob-
ability of failure p, since this usually is a very small value close to zero. Thialsprob-
ability is the reason that so many samples are necessaryitoats it. Obviously, it is
important to know whether the real probability of a failyrés larger than the maximum
expected valugy +¢, since the estimategy will then give a false sense of security. Vice
versa, it is less critical to know whether the rgésk ¢ less than the estimatgi, since this
is actually a desired outcome. We therefore propose to amtgider the probability that
p-pPn > €. Instead of the two-sided bound we can therefore usetigesided Chernoff

bound which is defined as L1

22 In 5 (5.16)
and we should havBl > N,. Similarly, we can define the one-sided binomial bound, as
opposed to the two-sided bound in (5.10):

Ne, =

N~ —
Prip-pn<e}=1-% (NJ )p" 1-p™ 7 >1-5, (5.17)
i=0

and modify (5.13) into

1 (7 u?
0= —— expl|-—— )du Z eN. 5.18
,/277/0 p( 2) ( )

Comparison of sample complexity

The sample complexities corresponding to the above-meadibounds are shown in Figure
5.4. For ease of reference, Table 5.1 gives the bounds fo sharacteristic values efand

6. Since these bounds are associated with a confidence interva they are referred to
assoftbounds, as opposed bard bounds that are always guaranteed [277]. Nevertheless,
the table illustrates that the Chernoff bound is very coretare (that is, the ratio of the
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Figure 5.4: Binomial and Chernoff bounds for several valogp, e andé.

Table 5.1: Chernoff and binomial bounds for several values &, and the probability p.

p 0 € €r Nen Nen Nmuit Noin
0.1 0.01 001 01 265-100 230.-10" 921.10° 4.77-10°
0.1 0.01 0001 Q01 265.-1° 230-10° 9.21.10° 4.86-10°

0.1 0.001 Q01 01 380-10* 345.100 138-10 850-10°
0.1 0.001 Q001 Q01 380-10° 345.10° 138.10° 858-10°
001 0001 Q001 Q1 380-10° 345.10° 138.10° 9.35.10°
001 0001 Q0001 001 380-10° 345.10° 1.38-10" 9.44.1¢°
001 00001 0001 Q1 495.10° 461.10° 184.100 1.36-10°
001 00001 00001 001 495-10° 461-10° 1.84.100 1.36-10

sufficientN to the necessamy is very large), and that the conservatism increases forrlowe
values ofp, ¢, andd. In that sense, the Chernoff bound (5.16) only providesgperbound,
unlike theleastupper bound of the binomial bound (5.17). ReductioiNas therefore an
important challenge, especially for valuesmk, ands close to zero.

5.2.4 Formulation of a randomized algorithm

For now we will use the one-sided Chernoff bound (5.16) ftinegtion of the probabilityp.
The corresponding procedure for probabilistic controtesysvalidation using Monte Carlo
methods is formalized in Algorithm 5.1. The conservatisnthi algorithm is illustrated
with an example.
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Algorithm 5.1  Probabilistic validation of control perform ance [236]

Given a desired,$ € (0,1), a performance measupe a thresholdy > 0, and
the true PDFo for Q, this randomized algorithm returns with a probability of at
least 1- ¢ an estimatgy for p, such thapp—pn <.

1. Determine the sufficieM, with the one-sided Chernoff bound
=S In }
2¢2° 6
2. DrawN =N, iid sampleqs, ..., gn in the setQ according to its PDFo.
3. Return the empirical probability
PN = 1 EN:J (aj)
N < 1o

whereJ (q;) is the indicator function

N_J 0, ifp(gj) <~
J‘ql"{ 1 i p(a)) >

Example 5.2 Gaussian disturbance with continuous performace measure.

Problem definition Consider the ACC control problem of Section 5.1.1, where e u
the constant time headway control law (2.12) wjilequal to 2 s and the safety margin
sp = 6m. The fixed feedback gains dtg=0.17s2, andK, = 0.7s X, Sensor processing
delay and vehicle dynamics are neglected by assuming tbatebired acceleration is
realized at the input of the controlled system without anyetiag, such thad, = aes.
However, we do introduce an actuator saturation, since AG@ms usually restrict the
minimum and maximum control input for safety reasons. Is tidse study we use the
restriction thaky is bounded between3 and 3 m/é.

Consider a steady-state car-following scenario wheresttget vehicle suddenly brakes
to a full stop. The initial conditions are(0) =t,v,(0)+sy = 66 m andvy(0) =v»(0) =
30 m/s. We assume that the deceleration of the precedinglegésithe only disturbance,
defined as a Gaussian distributed signal with mear0 and standard deviatien= 1.5,
denoted asg\V'(0, 1.5), truncated on the intervat10, 10] m/<.

In situations when the target vehicle brakes hard, the AQt@icle may not obtain the
required deceleratioa, since the actuator saturates-8tm/<. Now;, for fine-tuning
the controller parameters, we would like to know the peragatof brake situations for
which the TTC falls below a certain threshold. We therefaére acontinuoussafety
measurerrc, defined by the TT@rrc = v&r The TTC has a lower value for unsafe situ-
ations, with a threshold valugrc = 6 s, since a traffic situation is subjectively regarded
by a driver as ‘dangerous’ when the TTC is less than 6s [58]e Jafety obviously
decreases with a stronger deceleration of the target eehiclsuch that the function

prrc(a1) is non-increasing and crosses the thresholg-e¢ = 6 s ata; = -2.69 m/é.
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Histogram of 10 000 simulation sets,
Simple samplingNss = 23026,§ = 0.01,¢ = 0.01
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Figure 5.5: Histogram of 10000 estimatgg,, with N, = 23026each, where the
acceleration profile is sampled from a Gaussian PDKO, 1.5).

For this example the indicator function is defined as

0, if pTTc(a]_) > YT7C
J(@) = . . 5.19
(2) { 1, if prrc(a) < vyrre ( )

For verification of this simple example the ‘true’ outcome t& calculated analytically
and is known exactlyp = 0.03630.

Randomization of the problem Although for this simple problem it is feasible to
formulate a deterministic algorithm, in practice it can lificult or even impossible to
determinep in a deterministic way, when the dimension @fincreases and the func-
tion prrc is not monotonous. So instead of calculatipgxplicitly in a deterministic
sense, the function is randomized in such a way that it takeadom inputy; from its
distribution functionf(a;), according to Algorithm 5.1.

In order to verify the performance of Algorithm 5.1, we execit M = 10000 times.
Suppose it is desired that= 0.01 andé = 0.01, corresponding to values commonly
used in the automotive industry. The Chernoff bound (5.tiéhtgivesN = 23026. So
each/-th simulation set (witi = 1,. .., M) consists of 23 026 simulation runs and gives
an estimatepy,. The distribution of this estimate is shown in Figure 5.5.tWthis
example, the accuracy and confidence for a single simulagbnan be estimated from
this histogram as and 1- § respectively.

Analysis of the simulation results The empirical mean of the histogrgpg, is 0.03633,
based on alM - N = 2.3-10° simulations, which is very close o= 0.03630. The vari-
ance of each individual estimafiy, can be found by the unbiased estimator for the
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variance
\]
2

_ 1 . N2
o1 = 01 ;(pm ~pw)”. (5.20)

The simple sampling variantfés of the estimatopy, is 1.5373: 10°%. The empirical
accuracy for a single simulation set (each consisting ofZB€imulations), can be
estimated from the histogram as= 0.0028 whené = 0.01. That is, only 1% of the
simulation sets result in an estimaig, that differs from the grand meghy by more
than 0.0028.

Example 5.2 demonstrates that by choo$iiigNg,, a higher level of accuracy and con-
fidence is obtained than desiredd{0.0028 instead oé = 0.01). Conversely, this suggests
that the desired values férande can be achieved with a much lowdithan given by (5.16).
Although the degree of conservatism for this example isardimited, it can be shown that
the Chernoff bound conservatism increases with smalleregafor§ ande [255].

5.2.5 Characteristic properties of randomized algorithms

Example 5.2 illustrates some characteristic propertiesiofiomized algorithms that were
also identified by Tempet al. [236] and Vidyasagar [255].

¢ A randomized algorithm is very simple, since the Chernofitis completely in-
dependent of the nature of the underlying process and tlzenser sep. However,
this also means that no advantage is taken ofaapsiori knowledge of the structure
of Q. Itis therefore desired to modify the simulation approaathsthat knowledge
of the system is applied. Section 5.3 will take this into aodo

e Arandomized algorithm, as compared to deterministic atlyars, requires a limited
number of test runs, such that it can be run in polynomial tirh@vever, the sample
complexityN to achieve a reasonabteand d, as given by the Chernoff bound, is
quite conservative. We will therefore consider this issu&eéction 5.4 where a new
randomized algorithm with a reduced sample complexity ietged.

e The confidence of the simulation outcome strongly dependb@meliability of the
pre-defined PDFo. The outcome of the simulation approach also greatly depend
on the modeling effort of the system that is investigatedctiSe 5.5 will therefore
present a method for validation of the simulation resulthWeHIL and test drives.

5.3 Methods for reduction of the sample complexity

This section investigates several possibilities to redbeesample complexiti:
¢ Reduction of the parameter set that is used for the validgtioblem.

o Reformulation of the control validation problem, such taabther bound on the sam-
ple complexity can be derived.

e Use of another sampling distribution.

¢ Increasing the spread and randomness of random samplatjengthereby reducing
the variance of the estimate.
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Vr,min 0 Vr, max

Figure 5.6: A two-dimensional example of a parameter@eh the form of the range —
range rate diagram. The s&® is composed of a feasible subsgt,s and an infeasible
subseQinfeas (dark grey). In turn the feasible subset is composed o&tpgoriknown sets
Q, and Qg (both white), and the unknown s8¢t (light grey).

5.3.1 Reduction of the parameter set

With a priori knowledge on the cost functiong the problem complexity of2 can be
reduced. From experimental data or heuristic knowledgsliape of the cost functions can
be identified, which can help to simplify the validation ple. In case there are parameter
combinations that are infeasible, only a subse@afs C Q is considered feasible. This is
due to inequality constrainjs(q) < 0, such thaQseasis defined adq|q € Q,4(q) < 0}.

In Example 5.2 we assumed that the target vehicle accalaratiis within the interval
[-10,10]m/€, although a Gaussian PDF has tails that extend beyond trenexwalues of
the interval. In addition, any positive value far can be considered safe, since the resulting
relative velocityv, will always be positive in that case. In this way, a cleareosstQ, can

be identified beforehand that does not need to be includéetimdlidation process. For this
one-dimensional example, reduction of the parameter seetmterval F10,0] m/s> would
mean thalN can be halved. It is important to note that the underlying RISt be scaled,

such thaUQfeaJQfeas(q) = foQ(q) =1.

Figure 5.6 gives an example of a constrained two-dimenbjgerameter se@ in the
form of the range — range rate diagram, which is often usedriatysis of ACC controllers.
The range to a target vehicle is bounded between zero andakienum range of the ACC
sSensor, max. Similarly, the range rate; is bounded between minimum and maximum
values that are considered possible. The paramet&® sethus composed of the feasible
setQ" U Q* and the infeasible s&inteas The subset®, C Q°, Q5 C Q° and QjnteasCan
be identifieda priori in order to reduce the volume of the parameter set, whiclelean
unknown subse@’ to be validated A posteriorj the level linep(q) = v1 can be identified
that indicates the boundary between the cleared sybsend the non-cleared subsef,
where the TTC changes from acceptable to unacceptable eVeHihe p(q) = 2 indicates
the boundary between the non-cleared subggts” Q° and Q5 C Q°, where a collision
becomes unavoidable.
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In addition, analysis of failure modes using FMECA, as déssad in Chapter 4, can
be used to identify the critical failure modén the fault setF ¢ Q. Similarly, accident
scenario analysis can be carried out to identify the safgtical scenarios. In this way
insight is gained in critical parameter combinations, amldsgts that are considered irrel-
evant can be neglected for the validation. Design of expamisitheory provides a set of
useful tools for these trend studies, such as a D-optimadjdésr the parameter set [165].
A D-optimal design has the advantage that it can take intowatcconstraintg (q) < 0 in
the parameter set aradpriori insight in the system process (approximative knowledge on
the contour(q)). In addition, D-optimal designs allow the test engin@egxecute only a
limited number of test runs, which is useful when the runsapeensive or time-consuming.
However, there may still be a large subset of parameter amatibins for which the outcome
is unknown. Apart from reduction of the parameter &egtthe sample complexity for the
remainder ofQ must still be reduced.

5.3.2 Sequential estimation using the binomial bound

To reduce the sample complexity given by the Chernoff bowsd¢could try to use one of
the other bounds.g, the binomial boundN,;,, but this requires priori knowledge ofp.
This causality problem can be solved by making an initialgloestimate ofp using the
Chernoff bound N; = NZ, and modified values for andé. After this first sequence the
real p is then considered to be less than or equal to the worst-ciseatepy, +€1 with a
confidence interval 1. Based on this first estimate, we can then use the binomialdou
with a significantly lower bound on the sample complexitytia second sequence.

In order to reduce the total numhéfor both sequences, while still obtaining the desired
e andd, the values; ando; in thei-th sequence must be chosen suitably. From (5.16) follows
that the sample complexityss for simple sampling is proportional to In(d) and inversely
proportional toe2. Therefore, wher is decreased andincreased by a suitably chosen
factork, a lowerN can be obtained in a first sequence, by first uging 6/, ande; = ke.
To obtain the desired confidence-2 for py in a second sequencé; should be chosen
such that (+01)(1-92) > 1-0 (that is, the combined confidence is at least as large as the
desired confidence). This is true whén= 6 —d1, since (:§/x)(1-5+§/k) > 1-4, for all
k> 1. The accuracy in the second sequesicis set to its desired value This procedure
is formalized in Algorithm 5.2.

In order to choose a suitable value farwe investigate the bounds d51 andNyin 2
for different values ofk, p, §, ande. Figure 5.7 shows the relation betweerand p for
fixed values ob ande. This figure shows that Algorithm 5.2 is optimal whisgin 2 = Nsg 1,
since this requires no extra samples in the second sequEndhermorex can better be
selected too large instead of too small. In the former casly, @ small number of extra
samplesNss2 = Npin2 — Nsg1 has to be drawn in the second sequence. In the latter case, the
first sequence will draw too many sampless1, increasing the total sample complexity.
The curves are similar for other valuesdfe and p. Furthermore, the optimal value far
increases when increases, and whenand p decrease. This in turn means that for lower
valuesp (where the Chernoff bound becomes more conservative);tiniservatism can be
counteracted even more.

4In the following the subscripts and™, which indicate the one-sided bounds, are omitted for iwtat conve-
nience. In the remainder of this chapter we will only use the-sided bounds associated with the probability that
p—pn > ¢, i.e., superscript, unless indicated otherwise.
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Algorithm 5.2 Sequential estimation using binomial bound
Given a desired, € (0,1), a performance measupe a thresholdy > 0, and
the true PDFo for Q, this randomized algorithm returns with a probability of at
least 1- ¢ an estimatgy for p, such thapp—pn <e.

1. DrawNsg; = Zl§ In 5—11 iid samplesyj, whered; = 6/x, ande; = ke, andx

is a suitably chosen real number. Nas1

1
=— J(q;).
ss1 Nssl JZ; (ql)
The realpis always less than or equal fgin 1 = Pn,, *+€1 With confidence
1-6;.

2. Return the empirical probabilitdy,

3. Determine the sample complexilyino that is associated withyin 1,
02 =0 —01, andez = ¢, using (5.18) evaluated at

;= (Poin,1 — €2)Nbin,2 = Poin, 1 Nbin,2
/Nbin.2Pbin1(1 = Poin1)

4. IF Nbin,2 < Nssl
Return the empirical probabilitgy = pn,., -
ELSE
Draw Nss2 = Noin2 = Nsg1 new samples;.
Return the empirical probability

1 Nss1+Nss 2
A — I(a:
P Nssl+Nssz ; <qJ)

with accuracy and confidence level @61)(1-62) > 1-4.

Sample complexitiedlss; andNyjn 2 for § =e =0.01
2500

20000f

15000r

10000

Npin 2 for p=0.0
5000F 7 Noin2,x=3.4

T Nss1,x=3.4

Npin,2 for p=0.01 : :
1 15 2 2.5 3 35 4 45 5
Factorx

Figure 5.7: Sample complexitiesN and Ny » for varyings and p withé = = 0.01.
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Histogram of 10 000 simulation sets,
Iterative estimation with binomial bound,
2 iterationsNsg 1 = 2391,Nss 2 € [935,2413],6 =0.01,¢ = 0.01
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Figure 5.8: Histogram of 10000 simulation sets, withd\[3326 4804]each, using Algo-
rithm 5.2.

Itis therefore preferred to chooset a point wheréin 2 = Nss1, based on a reasonable
a priori estimatefi for p, preferably withpg as low as possible. Sing® should be greater
thane (havingpo < e implies the possibility of a negative probabilipy, po is lower bounded
by e. Therefores should be chosen such thdfin > = Nsg1 andpp =e.

Example 5.3 Sequential estimation using binomial boundThe problem in Exam-
ple 5.2 is repeated using Algorithm 5.2, for the same vadue8.01, ¢ = 0.01, and with
the realp known to be 0.03630. However, sinee= 0.01, p is assumed to be lower
bounded at 0.01. We therefore choase 3.4, using the procedure described above.
Figure 5.8 shows the results for 10 000 simulation sets, eétha sample complexity
rangeN, € [3326,4804], whereNgg1 p = 2391 and\gg2 ¢ € [935,2413]. The sample
complexityNss in the second sequence is quite large, caused by the fathéntatctor

k is chosen larger than the optimal valiie( x, = 3.4 atpp = 0.01, instead of; =2.75

at p=0.03630, see Figure 5.7).

The result ispy = 0.03619 with a variance of.8040- 10°°. Although the variance is
larger than in Example 5.2, we should look at the obtainedctoh in sample com-
plexity. When the empirical confidence parameter is)se0.01 the empirical accuracy
is found to bet = 0.0070, meaning tha¥l, € [935,2413] is still slightly conservative,
although it is much better than in Example 5.2 (whiige= 23026 withé = 0.0028).
Compared to the initial Chernoff bourd;, = 23026 fore = 0.01 and¢ = 0.01, this
means an efficiency improvement with a facﬁanL,\,é =4.8.
4

5.3.3 Sequential estimation for a multiplicative accuracy

In the previous sections we have focussed on problems dealth an additive accuracy,
that is: to check that the probability that pn < e, i.e., the probability that the real prob-
ability p is smaller than or equal to thestimatedpy +e, is larger than +6, where it is
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assumed thap represents the probability of an undesired non-clearegihpater combina-
tion q. However, the additive value may not always be an appropriate measure for the
accuracy. What if the empirical probabilifyy turns out to be much larger or much lower
thane? In casep < ¢, we would be estimating a negative probability ¢ < 0, whereas if

p > ¢, the sample complexity will be much higher than would be sigfit.

Therefore, itis often more suitable to useekativedegree of accuracige., to check that
the probability thap—pn < pe; is larger than £, wheree, is the relative (or multiplicative)
accuracy. In case of a desired relative accueacslgorithm 5.2 can be modified by using
the multiplicative Chernoff bound [236], which gives

2 1
Nrmuit > p_erz In 5 (5.21)
An advantage over the additive bound is that the multigiregbound is much less conser-
vative for small values op. Unfortunately, this bound again requiresapriori estimate
of p. Similar to the strategy of Algorithm 5.2, it is proposed tsffimake a rough estimate
Po of p using the multiplicative Chernoff bound, and subsequamby the binomial bound.
This procedure is formalized in Algorithm 5.3.

Algorithm 5.3  Sequential estimation for relative accuracy

Given a desired,, ¢ € (0,1), a performance measupe a thresholdy > 0, and
the true PDFo for Q, this randomized algorithm returns with a probability of at
least 1- 6 an estimatgy for p, such thatp— py < pe;.

1. DrawNsg; = Do% In 5—11 iid samplesyj, wheredy = §/x, €1 = rer with the
rl
factorx and thea priori estimatef)y suitably chosen.
Nss1

ss1

2. Return the empirical probabilitgy, ., = %Sl Z J(qj)-
d J_l

The realp is less than or equal fyin1 = Png, (1 —€r,1) With a confidence
level of 1-6;.

3. Determine the sample complexilyino that is associated witlppin,1,
02 = - 01, ande; 2 = €r, using (5.18) evaluated at

;= (Poin,1 = Pbin,1€r,2) Nbin,2 = Phin, 1 Nbin,2
/Nbin.2Pbin1(1 = Poin1)

4. IF Nbin,2 < Nssl
Return the empirical probabilitgy = pn,, -
ELSE
Draw Nss2 = Nyin2 = Nsg1 new samples;.
Return the empirical probability

Nss1+Nss 2

FAJN:# Z J(aj)

Nssl+Nssz i=1

with a relative accuracy and confidence level @1)(1-4d7) > 1-06.




5.3 Methods for reduction of the sample complexity

117

Sample complexitiesl,,; andNg;, , for 6 = 0.01 ander = 0.01
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Figure 5.9: Sample complexities;“u and corresponding N.asa function of varying

K, P,d, ande.

Although Algorithm 5.3 and Algorithm 5.2 are based on the satnategy, they differ

in the following way, as illustrated by Figure 5.9:

e It can be seen that for typical valuesmfe;, andé (between 10° and 103), Ppin has
a minimum at around = 6. This means that the initial sample si4g, . ; should be
chosen ak = 6, andpp at the lowest value considered possible. In case the erapiric
estimatepn,, proves to be larger thay, the initial sample siz&l7,  ; might be too
small to provide the required accuracy and confidence intstesiimulation sequence.

e Still, with a worst-case estimate f@p, the sample size for the initial sequendg,; |
is relatively small compared to that of the second sequélage. This means that
the second sequence can benefit from the significantly loaend.

e In Figure 5.9 the sample complexity;, , in the second sequence increases with
decreasing, as opposed to Algorithm 5.2. This is caused by the fact Hesabsolute

accuracy also decreases for a fixed valuecpfsincee = pey.

e SinceNy;, , increases with decreasimpy the worst-case estimate fpiis less than or
equal toPpin1 = Pngg,; (1 —¢r,1). Note the difference with Algorithm 5.2 where the real

probability p is less than or equal i1 = Prgg, *+€1-

Example 5.4 Sequential estimation for relative accuracyAs an example, for values
aroundd = 0.01, ¢ = 0.01, andp = 0.01, we can choose = 6. This will result in a

sample complexity of 355 385 for the first sequence pluls{)%for the second sequence.
Note that the efficiency improvement is only a factor 2/3 canep to the one-sided
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multiplicative boundN,,; = 9- 10° that holds for simple samplind.€., < = 1). This

is caused by the fact that the multiplicative Chernoff boimalready less conservative
than the additive bound. However, compared to the addituendd withNg, = 2.30- 10°

for e = per =0.0001 andy = 0.01, Algorithm 5.3 means roughly an increase in efficiency
of a factor 35!

5.3.4 Importance sampling

The previous section has shown that a significant reducfidhaan be achieved usiregpri-
ori information on@Q, although the sampleg themselves are not chosen more efficiently.
For the one-dimensional ACC control problem the clearedremmdcleared subsets are often
separated quite clearly by boundary curves. However, fdtitdiimensional problems, the
correlation between the individual elemenqi®f the parameter vectoy becomes relevant.
For example, it can be stated that a dangerous event islikelsewith a lower value for the
acceleration, but the actual occurrence of such an evamtiaisends on other parameters,
such as initial distance and relative velocity.

It therefore makes sense to give more attention to operatingitions that are more
likely to become dangerous than others. A possibility isgeimportance samplingvhich
is a technique to increase the number of occurrences of #m@& e which the probability
p should be estimated [156]. Suppose that, given the parasett@, we want to estimate
the probabilityp, which is defined as:

p= / J(@)fe(@)dq = E{I(a)} (5.22)
Q

where we sampleg from its joint PDF fo, denoted as| ~ fo. In order to highlight the
interesting subse@* it thus makes sense not to sample from the original FBFbut
instead use an artificial PDF that reflects the ‘importané¢he events, and then reweigh
the observations to get an unbiased estimate. We thereddireedan importance sampling
PDF¢ that is strictly positive orQ. We can then rewrite (5.22) as

J(a)/(q) J(@)fo(e)
=B ——— 2
ol ol E{ ) } 523
whereg ~ £o. The importance sampling estimator based gns
Nis J
I R

wheregs,..., @Ns areNs iid samples. Every samplg; drawn fromég can be seen as a
realization ong(“’J original samples)j ~ fo, which must therefore be reweighed with the

fole
fQ(‘PJ

factorgg((p;). The expected value gy, is p, SO we again have an unbiased estimator. The
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varianceo?, of the importance sampling estimator is
var{pn, } :var{ ZJ( i) é%((%)}}
2
(e ) 88))

A randomized algorithm can then be formulated as follows.

(5.25)

Algorithm 5.4 Importance sampling

Given a desired, € (0,1), a performance measupe a thresholdy > 0, and
the true PDFo for Q, this randomized algorithm returns with a probability of at
least 1-§ an estimatgy, for p, such thap—pns < e.

1. INITIALIZATION: j=0

2. Determine a importance sampling PBj-that is strictly positive orQ.
3. Setj « j+1.

4. Draw a samplep; according tctg.

5. Calculate the cumulative empirical probability

J(@j)fe(ej)
Z §Q(‘PJ) '

6. IF convergence is reached
Return the empirical probabilitgn,s = Pn;-
ELSE
GOTO Step 3.

Example 5.5 Importance sampling. Suppose that we again want to estimate the
probability p of a dangerous event, as specified by Example 5.2. The gdadiisto
estimate

p= / Ja)f(ar)dar = E {J(ay)}. (5.26)
Q

wherea; ~ N(0,1.5). Assuming that this Gaussian PDF is correct, then witrgpls
sampling method relatively few samples will lie in the inarof interest [-10, -2.69],
as was observed in Example 5.2.

We therefore define a more suitaldg to sample from. We choose the linear PDF
&o(a1) =—0.005; +0.05 witha; bounded on the intervat{L0, 10], as shown in Figure
5.10. Note thatf_lfoﬁg(al) = f_lfofg(al) =1, such that the reweighting process gives
an unbiased estimator. Again we ude= 23026 for a fair comparison to the simple
sampling process in Example 5.2.

With Algorithm 5.4 more ‘important’ samples will be genegdtfor every/-th simula-
tion set, thus decreasing the variancepQf This result can be seen from the histogram
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Gaussian PDFo with = 0,0 = 1.5; and
Importance sampling PD§o = -0.005a; +0.05
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Figure 5.10: Probability density functions used in the epéen: original Gaussian
PDF fo and importance sampling PDEg. The boundary valug., = -2.69 m/$ is
also indicated.

in Figure 5.11, where the empirical mepg = 0.03633 and the varianegs = 6.4- 107,
based orM - N = 2.3- 10° simulations. Note thapy is approximately equal to that in
Example 5.2. However, the variance of a particular reabrapy, has decreased by a
factor of 2.4. Since the variance increases inversely ptigmal toN, as shown in (5.6),
the sample complexity could have been decreased by the satoe. f

Although the reduction in this simple example is quite lelit it has been shown by
Gerlach [69] that the number of sufficient Monte Carlo sintiolas can be reduced by sev-
eral orders of magnitude, especially with multi-dimensilaistributions. In order to effec-
tively reduce the variancé€o must be chosen proportional t&(q) fo(q)|. Based on (5.25),
Gerlach shows that even a single sample is enough if chosen as

_ Jod@)fe(a)dg

: (5.27)

o

However, this is only a hypothetical possibility, sinceX®).requires priori knowledge of
p, as well as of the outcome d{q;) for everyqj € Q. Moreover, a risk with importance
sampling is that a poor choice g may result in a significanincreaseof the sample
complexity.

Therefore, the performance of the importance sampling atelleavily depends on the
reliability of the PDF to generate random variables. Furthermore, the samplelegityp
cannot be determinedpriori, thus requiring the iterative loop in Algorithm 5.4 and theed
for a suitable stopping criterion in Step 6 that determir@s/ergence of the algorithm. In
order to make this algorithm work, good choices for the sangoimplexityN,s and the
importance sampling PDE; must be made in advance, as well as an appropriate method
to sample from this distribution. We will address these éssnext.
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Histogram of 10 000 simulation sets, with= 23026 each
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Figure 5.11: Histogram for the estimat@, of 10000 simulation sets, with N
23026each, where the acceleration profile is sampled from an ingmae sampling
distributionég(a;) = —0.005a; +0.05.

5.3.5 Sample complexity of importance sampling

Existing literature relies on stopping criteria or thumbesifor Algorithm 5.4 [29, 38]. In
this way it cannot be predicted when the simulation shoulgtbpped, other than by using
the initial (conservative) bound. Instead of using a stogariterion, we would like to know
the sufficient sample complexity to achieve a specifiehde in advance. Unfortunately,
it is not possible to exactly calculate the minimum sampiapiexity N;s beforehand [29].
However, here we will present a method that at least givetiabte prediction ofN,s after
an initial sequence with a small number of samples.

In order to provide an estimate of the reduction in sample plerity that can be
achieved with importance sampling, we would like to knowithportance sampling reduc-
tion factor [223], which indicates the reduction in the sample compyettiat is sufficient
to achieve the same level of accuracy and confidence as thra@Hheound. It is defined as
ot
o8

Ais = (5.28)

whereo?; ando? are the variances of the simple sampling estimator and tperitance
sampling estimator, respectively. Similar to (5.7), thewaacy of the resulting estimator
Pns Can then be expressed in its relative RMS error

Var{ pN|s} >\|Svar{ pN} Ais(1-p)
= = . 5.29
\/ p? p? PNs ( )
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The gain in efficiency can then be calculated by comparing @nd (5.29). The same level
of relative error can be achieved with the following redostin samples for importance
sampling:

Nis = AisNss. (5.30)
In order to estimat®\;s, we therefore need to knows, and thus the variancea%S and

o2. The simple sampling varianeg can be approximated from the empirical estimate of
the first sequence:

=1 =1

Nss1 Nss1 2
2350 ( > J(qn)
. (5.31)

Oss=
Nss1

The importance sampling varianed, can be approximated by the empirical estimate of
(5.25), which is

2
Nis 20 Nis .
&5t - ( Eote £33
Nis :

62 = (5.32)
Unfortunately, (5.32) can only be calculatadposteriori whereas we would like to
know N;s before we start with importance sampling. We therefore seadstimates?, a
priori, thereby predicting the importance sampling reductiotofaia (5.28), which in turn
is used to predidi;s = A\;sNss.
We therefore use the limited set of samples that has alreaely bvaluated in the first

sequence. Consider the fac (qJ) , Which is known for every sampled valggin the first

sequence. We then predlctthe number of ‘positivé& = 1) that would have corresponded
to the use of the importance sampling PEJin the first sequence. We make this prediction
by using the assumption that every single sample obtaingdsivnple samplingdj ~ fo),

corresponds té[% samples using importance samplig ¢ £o), as shown in (5.24).
qj

The expected importance sampling varianéecan then be estimated using the first
simple sampling sequence, where the first term in the nuoras&(5.32) is multiplied with

%. The second term is equal ﬁﬁ,ls and can be approximated by its simple sampling
estimate. Rewriting the samplgg to g; we get
N, o) (o s )
s 52 S - (e 5 96w

~2 _
52 = o (5.33)

We can then estimat® s from (5.28) by substitution of (5.31) and (5.33). After thesfi
sequence we can then provide a predictionNgr Moreover, using the results of this first
sequence, we are also able to form a suitable importancelisgniDF ¢, as discussed
next.
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5.3.6 Kernel density estimation of the importance sampling°PDF

As shown in Chapter 2, in practice the componentsf q are interdependent, such that
the distribution ofg is governed by goint PDF fo = £(01,0p, . ..,0n). The performance of
Algorithm 5.4 heavily depends on the reliability of the PB& to generate random vari-
ables, and of the models used in the simulation. An efficistitretor of Py, is obtained
by choosingto proportional to the importance of the individual sampleghwnportance
defined a3J(q)2(q)| (for Boolean performance measures)a(q)fa(q)| (for continuous
performance measures). A rare but dangerous event candtecpially important as a fre-
quent but less critical event. Conventional importancearg methods consist of shifting
the mean or variance of the original P[ato form the importance sampling P, a so-
calledparametricapproach [29, 223]. However, the optimal importance samyfiDF¢ o
will most likely not be a standard type PDE.§, Gaussian), but reflect an irregular multi-
dimensional surface i@. Parametric importance sampling methods can therefosethéa
results if not carefully chosen. Insteadpanparametriapproach will be used, where the
entire PDF is estimated. Since importance is related to the samples which J(q;) = 1,
we apply a multivariate kernel density estimation on thesedes.

Kernel density estimation

A kernel density estimator can be regarded as a generalizattihe well-known histogram

1, for a one-dimensional parametgrwhich can be formalized as:
~ 1 N q_q
= 11
7O 2 ke (752)- (5.34)

whereh is the histogram binwidth anél,(u) is a uniform kernel function

_f 1 ifju<s
&U(U)—{ 0 else (5.35)

Figure 5.12 illustrates the construction of the histogra®sda on a set of ‘positive’ samples
g°*. The disadvantage of using a histogram for density estimasi the discontinuous form
and the possibility of ‘gaps’ in the resulting PDF. For exadephe value fory, (q) on the
interval [-4.75, —4.5] is zero, whereas the adjacent intervals have non-zeuesal

In order to ‘smoothen’ the histogram, a continuous instefad discontinuous kernel
functionk should be used. The kernel density estimatbased on the sampleg,...,0n
is then defined as

N
) = %Jz; €n(a-a)), (5.36)
where
()= Tk (u/h), (5:37)

with £ (u) some kernel function andthe kernel bandwidth.
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Figure 5.12: Examples of kernel density estimation for thgppse of construction of an
importance sampling PDF, based on different values for #yedwidth.

Kernel selection

Hardleet al. [92] show that kernel density estimates based on any tweréifit kernel
functionsk (u) can achieve the same degree of smoothness (in the limitfijogting one

of the bandwidth& by multiplication with a constant factor. That means thagardless of
thetypeof kernel function, the same degree of smoothness can beeeadth any kernel
function, only by tuning the bandwidth. The differencesien different kernel functions
are shown to be at most a few perceaty, the Gaussian kernel is 4 % less efficient than
the most efficient kernel in terms of the number of samplesithaecessary to obtain a
representative PDF. Therefore, it is concluded that fociral purposes the choice of kernel
function is almost irrelevant for the efficiency of the estbed PDF, and we will use the
simple Gaussian kernel function

()= \/% exp(—%uz). (5.38)

Efficient kernel bandwidth selection

More important than the type of kernel, is to choose the mpptra@priate kernel band-
width h. If the bandwidth is too small, the resulting kernel densit§imate may be ‘un-
dersmoothed’. However, if the bandwidth is too large, theultng PDF will be ‘over-
smoothed’ and not distinguish enough between importantusathiportant subsets i@.
Figure 5.12 illustrates this issue for different valueshaf bandwidth.

The selection of the bandwidth for the multivariate caseob®es more critical with
higher dimension. For the multivariate case, the goal okitgmrstimation is to approxi-
mate the shape of a multivariate PDF. In order to accounthferiiterdependency of the
componentsj; of q, a multivariate kernel should be used. A general approath ise a
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nonsingular diagonal bandwidth matidik The general form for the multivariate density
estimator is then

. 1. 1 } 1y
sH(q)=N;det(H)&{H 1(q—qj>}=N;&H (@-a).  (639)
where 1
Ky(u)= mK(H_l(U))a (5.40)

analogously tc i, in the one-dimensional case. An equal bandwidih all dimensions
corresponds tél = hl, wherel , denotes tha x nidentity matrix. Different bandwidths are
equivalenttdH = diag(s, . .., hp), a diagonal matrix with elemenks, ... hy.

A criterion for choosing the optimal bandwidth matHixis the mean integrated squared
error (MISE) expressed as [43]

MiSEG) = [E{éi@-r@)} da (5.41)

In general two methods are available that provide a suithaielwidth to be used for the
kernel density estimation: plug-in methods and crossdatitbn methods. For details on the
working principle of these methods the reader is referrd@2p The plug-in method is the
most widely used bandwidth selector, and results in theadled ‘normal reference rule’.
When data are observed from the multivariate density withedisionn and the diagonal
bandwidth matrix, denoted by = diaghy, hy, ..., hq), is employed, the optimal bandwidth
that minimizes the mean integrated squared error can bexippated by [23, 207]

fori=1,2,...,n, whereo; is the standard deviation of ti¢h parameter variable that can
be replaced by its sample estimator in practical implentems. The number of positive
samplegy® is represented bi®.

Although (5.42) is often used in practice, it is only valid fdaussian distributed data.
In our case, the samples are not assumed to be Gaussiahudedtihence (5.42) will not
yield the optimal bandwidth, but will cause the PDF to be ewawothed rather than under-
smoothed. Undersmoothing (using a small bandwigtimcreases the risk of an incorrect
representation of the importance sampling RRF whereas oversmoothing (using a large
bandwidthh) only decreases the efficiency of the importance sampliggrithm. To be on
the safe side, a larger bandwidth is desired, and theref@esmoothing is not considered
problematic, such that we will use the optimal bandwidthegiby (5.42).

5.3.7 Random number generation

To operate a randomized algorithm, samples must be geddrate a PDF using a random
number generator. Many methods for random number generati® available, such as
direct, inversion, and rejection methods [236]. Sincedioe inversion algorithms are un-
suitable for nonparametric PDFs, we will use the rejecti@tirad to produce samples from
the importance sampling PDF that is constructed by kermeditieestimation. The numbers
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Figure 5.13: Methods for random number generation for a tlimensional example.

that these algorithms produce are never truly random, siregeare completely determined
by a relatively small set of initial values, hence the morprapriate ternpseuderandom
number generation. Figure 5.13(a) shows a plot with pseaddem samples, which clearly
do not represent a ‘truly’ random behavior, due to the unepeead of samples.

Alternatively,quasirandom numbers can be used, which are used to generateenpre
tative samples from the PDF that allow a faster convergeameegjuasi-Monte Carlo simu-
lation. These algorithms are based on deterministic sefig@mples that are selected using
an optimality criterion, such that the resulting set is t@yedistributed’ in the parameter
domain. An example of the algorithm by Faure (see [236]) @shin Figure 5.13(b).

Unfortunately, for higher dimensions @, quasi-Monte Carlo may become inferior
to the simple sampling Monte Carlo with pseudo-random nusbd solution is to use
the Latin hypercube sampling method developed by lmfaal. [104], which combines a
selection of pseudo-random random numbers and an everlgdpepresentation of the pa-
rameter set. An example is depicted in Figure 5.13(c). Bagsatis combination of charac-
teristics, the Latin hypercube algorithm is selected fqulementation of the sampling steps
in the presented algorithme.€, Steps 1 and 4 in Algorithm 5.3 or Step 4 in Algorithm 5.4).
Various other efficient sampling algorithms g, the hit-and-run method) are available that
enable to approximate the volume of a set in polynomial tig86]. However, these algo-
rithms usually only apply to convex sets or require simifaedfic conditions, whereas the
parameter se® will most likely be non-convex in practice.

5.3.8 Summary of methods for sample complexity reduction

As we have seen so far in Section 5.3, a reduction of the sacopiplexity can be achieved
on several levels in the validation process:

e Reduction of the parameter 8tby usinga priori knowledge of the infeasible subset
Qinfeas the cleared subs@,,, and the non-cleared subsgy.

e Use of the binomial bound through a sequential samplingguiore that gives a suf-
ficient sample complexity, which is lower than the conséaveaChernoff bound.

o Reformulation of the desired accuracy to a relative instéfah absolute measure.
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e Use of kernel density estimation to construct an importasarepling PDF that em-
phasizes the relevant sample<dn

e Improvement of the rate of convergence of the estimationdirygua Latin hypercube
for the sample generation.

Depending on the problem definition, the application, ardést tools that are used, one or
more of these methods can be combined. Let us first use thersgmjestimation algorithm
to extend the importance sampling method, as discussee imetkt section.

5.4 Adaptive importance sampling

In this section a new validation approach is presented baseth sequential randomized
algorithm that useadaptive importance samplin@IS), where the importance sampling
PDF is based on the results of the previous sequence.

5.4.1 A new algorithm for probabilistic validation

From the results of thrst sequence with sample complexitys1 an importance sampling
PDF ¢ 2 can be constructed using the approach of kernel densityatin. In addition,

the importance sampling reduction factog can be estimated by the method shown in
Section 5.3.5. The remaining nhumber of samples to be takeheisecondsequence is
thenNis2 = \is (Nbin,Z_Nssl)- If desired, these steps can be repeated to obtain a better
importance sampling PD&. We therefore combine Algorithms 5.2 and 5.4 as follows.

Example 5.6 Sequential estimation with AIS.To illustrate the efficiency of Algo-
rithm 5.5, the one-dimensional problem of Example 5.2 isragegpeated. Figure 5.14
shows the results for 10 000 simulation sets, each Njtk [2519 2810], where in the
first simple sampling sequend&s1 , = 2391 and in the second importance sampling
sequenceéN;s » o € [128, 419]. The sample complexiths » in the second sequence is
considerably smaller, since the use of importance sampdidgcesN;s » in the second
sequence. The results apR = 0.03628 and3 = 1.2140- 10°°. When the empirical
confidence parameter is setite 0.01 the empirical accuracy is found to be 0.0081,
meaning thalN, € [2519,2810] is still slightly conservative, although much bettean

in Example 5.2.

The fact that the bounlyn 2 ¢ is not strict (such that = 0.01) is caused by the fact that
the factorx is not chosen optimal, as discussed in Section 5.3.2. Nwiless, there

. . . NSS _ . .

is an efficiency improvement of at Ieaﬁiﬂm = 8.2 for this particular example.

This means roughly a twofold improvement with respect toohitthm 5.2, where the
improvement was a factor of 4.8. Obviously the resultingaraee is slightly larger than
in Example 5.3, but the accuracy and confidence are stillimvitie desired values. In
other words, the bound on the sample complexity is moretgtass conservative for
given values of ande).
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Algorithm 5.5 Sequential estimation with AIS
Given a desired,$ € (0,1), a performance measupe a thresholdy > 0, and
the true PDFo for Q, this randomized algorithm returns with a probability of at
least 1-§ an estimatn,,, for p, such thapp—pn <e.
1. DrawNsg; = 2—12 In 6—11 iid samplesyj, whered; = 6/x, ande; = ke, andx
€1
is a suitably chosen real number.

2. Return the empirical probability

Nss 1

FA)Nss,l Z‘] qJ
The realpis always less than or equalfgin 1 = Pn,, *+€1 With confidence
1-46;.

3. Determine the sample complexilyino that is associated witlppin,1,
b2 =6 —01, andey = ¢, using (5.18) evaluated at

;= (Poin,1 — €2)Nbin,2 = Pbin,1Noin,2
v/Nbin,2Pbin,1(1 = Poin1)

4. Estimate the importance sampling PBJ», based on the kernel densjty
estimate (5.39) of the samplg$, for which p(q;) > .

5. Estimate the importance sampling reducUonfaﬁtg)l: o W|th 52 from
(5.33) andsg from (5.31).

6. IF Nbin,z < Nssl
Return the empirical probabilitgn, s = Pngg; -
ELSE
DrawN;s 2 = XS (Nbin,z - Nssl) new samples from the importance
sampling PDE g ».
Return the empirical probability

Nssl |s 2
. J(@j)fe(ej)
= J
P Nssl+N|52 Zl qJ Z §Q 2((91)

with accuracy and confidence (21)(1-97) > 1-6.

For higher dimensions of, the rate of convergence of Algorithm 5.5 increases com-
pared to Algorithm 5.2. However, the examples in this sectiere one-dimensional, and
the question arises how these methods perform for the whnfiensional case. These meth-
ods include parameter set reduction, kernel density eftimaand sample generation, as
will be discussed next.
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Histogram of 10 000 simulation sets,
Iterative estimation with binomial bound and adaptive imaoce sampling,
2 iterationsNss 1 = 2391,Nis » € [128 419],6 = 0.01, ¢ = 0.01

T T T T T

15001 b

1000 . : b

Number of simulation sets

500 b

0 0.01 0.02 0.03 0.04 0.05 0.06
P,

Figure 5.14: Histogram of 10 000 simulation sets, withdN2519,2810]each, using Algo-
rithm 5.5.

5.4.2 Extension to the multi-dimensional problem

In practice, the controller validation problem is alwayfeafed by a multi-dimensional
parameter set. The validation objective is to identify theaed parameter s€@” and the
non-cleared parameter s@® in a probabilistic sense. Therefore, we check whether the
performance measure is satisfiegl € ~x) with a probabilityp, within a given accuracy
and with a given confidence level-b.

Consider again the ACC control problem. In the previousisecthe acceleration
a; was considered the only disturbance. However, in practiegprobabilityp depends
also on the initial distanc& (0) and velocities of both vehicleg (0), v»(0) at the mo-
ment of first detection by the sensor. Consider for instancetdn situation at close dis-
tancex;, which is more dangerous than a vehicle cutting in at larggadce (with equal
v1(0), a1(0), andv,(0)). The performance measysehus depends on the parameter vector
a=[x(0) wi(0) a1(0) v2(0)] " that specifies the single-lane scenario, as was defined in
Chapter 2. In order to provide a benchmark for the AIS algaritlet us first give the results
for this multi-dimensional problem using the simple samglalgorithm.

Example 5.7 Simple sampling for a multi-dimensional parameer set. Consider
the single-lane ACC problem, where a Boolean safety megsydfeis used that in-
dicates the occurrence of a collisiope§ = 1) or no collision pcoy = 0). A scalar
threshold with a constant value is use@:= 1. Suppose that we would like to know the
probability that a driver must intervene to prevent a cillis

The ACC model perturbed by the multi-dimensional @gt validated using Algorithm
5.1. If the desired parameters for accuracy and confiderecagaine = 0.01 andé =
0.01, the one-sided Chernoff bound (5.16) gies 23026. Since the results cannot be
visually displayed for more than two dimensions, Figures5shows the positives and
negatives as a function of the initial distang€0) and initial relative velocityr(0) =
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Collision events using simple sampling algorithm
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Figure 5.15: Safety measufg as a function of the initial scenario conditiong®)
and w(0) =v1(0)—v2(0).

v1(0)-v2(0). The dependence on the other parameter variables &rited by the
overlap between the mapping & and Q°® onto the two-dimensional range — range
rate diagram.

There is a total of 2717 collision occurrencegd; = 1) out of N = 23026. This means
that py = 0.118 withe = 0.01 andd = 0.01. Although a collision becomes more likely
with lower values for(0) andvy(0), as illustrated in Figure 5.15, a distinctive boundary
betweenQ andQ°® cannot be drawn in the two-dimensional representationtaltiee
joint effect of absolute vehicle speed and target vehictekcation.

Example 5.7 has shown that a huge number of samples is rddoire@ multivariate
problem. Although grid-based searches have their disddgan in terms of sample com-
plexity, a rough grid can already give goadriori information in a first sequence. In the
first sequence with sample complexitys it is therefore recommended to use a grid-based
sampling strategy or Latin hypercube, in order to get a epr&tive overview of the pa-
rameter seD, characterized by the uniform PG 1. The results of this first sequence can
then be used to form an importance sampling RQE using kernel density estimation for
the second sequence.

Example 5.8 Adaptive importance sampling for the multivariate case This exam-
ple illustrates the use of an initial gridding sequence, nelvee use a grid consisting of
all combinations of the following four parameterg(0) € {10,50,90, 130} m, v1(0) €
{10,20,30,40} m/s,a;(0) € {-3,-2,-1,0,1,2} m/<2, andv,(0) € {10,20,30,40} m/s.
This results in a grid sizBlss = 384.

For visualization purposes, Figure 5.16 shows the resultisd two-dimensional range
— range rate diagram. Again the same conclusions can be dravfor Figure 5.15.
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Collision events using grid sampling algorithm
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Figure 5.16: Scatter plot with the occurrence of collisioreats in the parameter set
Q, consisting of a grid with equidistant points. The effechuiitivariate parame-
ter combinations is taken into account by varying shades®jf:dight gray points
indicate that no collision occurs for any;, whereas the dots become darker with
increasing collision risk.

But now a more complete picture is obtained for the whole petar set. It appears
that there is structure in the parameter set that can be osetitice the volume of

Q (for both cleared and non-cleared subsets): The collisiobability increases with
lower values forx(0) andvy(0). Obviously, certain subsets can be excluded from the
evaluation. For instance, subsets with positive relateleaity (v(0) > 0) and positive
accelerationdy (0) > 0) will neverresult in a collision, so these subsets can be cleared
a priori as Qg and can be excluded from the further validation.

Furthermore, the grid search results enable the consiruofian importance sampling
PDF &g through multivariate kernel density estimation. Si@das dimension 4, it is
not possible to visualize the results for the entire volurh@o The results in Figure
5.17 therefore depict the resulting importance sampling PP as a function ofk:(0)
andv; (0) for several operating points @6(0) anda;(0). As can be expected, it can
be seen that collisions are more likely for scenarios withater initial distance to the
targetx:(0), lower target velocity; (0), lower target deceleratiam (0), and higher host
velocity v,(0).

In the second sequence of the AIS algorithm, samples areaedegrom the multivari-
ate kernel density estimagg. The result is that relatively more samples are generated
in areas that are deeméuportant where ‘importance’ is currently defined in terms
of the occurrence of a collision. For continuous perforneafunctions,{o can be
weighted according to the value pf, i.e., proportional to|pk(q)fo(q)|. Figure 5.18
shows the samples generated frgg. Indeed, the samples lie in areas with shorter
distancex(0), lower relative velocityr(0), and lower deceleratiorsg o. These type of
figures enable to identify the volume of the subs@isand Q* (e.g, characterized by
convex hulls) and pinpoint problem areasin
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Figure 5.17: Importance sampling PDREg, as a function of X0) and v (0) for several
operating points of g0) and (0).
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5.4.3 Convergence of the AIS algorithm

The purpose of AIS is to reduce the variance of the Monte Gestomate or conversely,
to reduce the sufficient sample complexityto obtain a desired accuraeyand confidence
1-4. However, due to the increased complexity of the simulatibis not possible to
performM = 10000 sets of simulations, like in the examples of the puevsection. So we
cannot analyze the efficiency by checking the empir&whdS. Instead, the potential for
variance reduction is demonstrated by investigating tiwegence of the AIS algorithm.

Example 5.9 Convergence of the AIS algorithmTo verify whether this is the case,
the convergence of the estimgtecan be checked for consecutive samples of the AIS
algorithm. Figure 5.19 therefore shows the convergenckeottimulative estimatgy;

with the cumulative sample complexilwy €[1, ..., N], calculated as

Z J(@j)fo(e))

.
The comparison with simple sampllng is also shown, whiclsthates that the choice of
a representative importance sampling PDF speeds up thergamce. The figure also
illustrates that with each sequence convergence is readndidr, because the impor-
tance sampling PDEg gets closer to theptimalimportance sampling PDF.

(5.43)

From Figure 5.19 can be seen that the AIS approach nded832 samples to get
within an accuracy ot < 0.01; and the simple sampling approach nebds 1015
samples. This means that the importance sampling PDF intesdan efficiency gain of
1015/332~ 3 in thenecessansample complexity. For this example it is known from
a reference simulation set with highthat the reabp is equal to 0.112 with very small

e andé. The total estimate for the probability of clearanceffor the other sampling
methods are shown in Table 5.2, where we have selected exuales sizes for a fair
comparison. From this table follows that, compared to ther@bif boundNg, = 23026

for simple sampling, AIS needs only 884 = 1536 samples. This means an efficiency
improvement of thesufficientsample complexity by a factor 2302836 = 15.

Similar to Algorithm 5.3, it is also possible to use AIS fomtml validation problems,
in case a relative accuracy is desired, as formulated initlga 5.6. The application of
this algorithm will be demonstrated with case studies, wlhiee use of a relative accuracy is
more appropriate (due to the low valuemih practice). However, these practical case stud-
ies also involve more realistic validation problems. Ithsrefore important to investigate
the use of the testing tools PreScan, VeHIL, and test driweagplication in these random-
ized algorithms. In the next section we will therefore presemethodological framework
that integrates the validation methods with the testindstt@at support them.

Table 5.2: Estimatepy; for various sampling methods.

Sampling method PN Cumulativepy, Nj
Realp 0.112

Simple sampling M94 384
Grid search ®m45 384
AIS sequence 1 Q23 Q123 384
AIS sequence 2 .06 Q114 384

AIS sequence 3 .03 0111 384
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Figure 5.19: Convergence of the cumulative estimagewith the number of samples;N
for simple sampling, grid search, and AIS. The real valuélite accuracy interval of

e =40.01is also indicated.

5.5 A methodology using PreScan, VeHIL, and test drives

In the previous sections new algorithms for efficient vaiina of the performance and de-
pendability of ADASs have been presented. These algorithithbe most useful for faster
than real-time simulations, because of the large samplelqity (althoughN can be re-
duced to ‘only’ several thousands). However, the validityhe corresponding simulation
results depends on the reliability of the simulation model ¢he underlying PDFs, from
which the samples are drawn. It is therefore essential idat&l these simulation results
and the validity of the simulation model itself. Becausehaf tnodel-based relation between
PreScan simulations and VeHIL experiments that was predentChapter 4, the VeHIL
laboratory will be an appropriate tool for this validatiohgse. Simultaneously, the model
validation in VeHIL allows to improve the results of PreScmulations. Consequently,
the accuracy and confidence of the estimated performanceéepehdability measures can
be improved in an iterative approach. Vice versa, the sitimrghase can be used to pro-
vide a suitable test schedule for VeHIL. Unfortunately, saenple complexity based on the
AIS algorithm is often still too large for testing in VeHILt $hould therefore be investigated
how the number of VeHIL experiments can be further reduced.

The goal of this section is therefore to integrate the aboeetimned activities in a
methodological framework for ADAS control system desigh\alidationusing PreScan
simulations, VeHIL experiments, and test drives. The phaisat can be distinguished in
this methodology are summarized in Algorithm 5.7. Each efghases in Algorithm 5.7, in-
cluding the tools that are used and the corresponding sesilt be briefly described below.
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Algorithm 5.6 Sequential estimation with AIS for a relative accuracy
Given a desired;, ¢ € (0,1), a performance measupe a thresholdy > 0, and
the true PDFe for Q, this randomized algorithm returns with a probability o
least 1-§ an estimatgn,,, for p, such thaip—pn < pe;.

1. DrawNsg1 = i iid samplesyj, whered; =0/, €1 = ke with the

p 2
factorx and thea prlorl estimatefy suitably chosen.

1 Nss1
=— J qj)-
ss1 NSSl ; ( )
The realp is less than or equal tPpin1 = P, (1 —€r,1) With confidence
1-61. '
3. Determine the sample complexilyino that is associated withyin 1,
02 =6 —01, ander 2 = €, using (5.18) evaluated at

2. Return the empirical probabilitdy,

= (Poin,1 = Poin,1€r, 2)Nbin,2 = Phin,1Noin,2
/Nbin,2Pbin,1(1 = Poin1)

4. Estimate the importance sampling PBJ», based on the kernel dens
estimate (5.39) of the samplg$, for which p(q;) > .

5. Estimate the importance sampling reducnonfaﬁtgl: o with 5|25 from
(5.33) and, from (5.31).

6. IF Nbin,z < Nssl
Return the empirical probabilitgy = png,;, -
ELSE
DrawNs 2 = s (Nbin2—Nss1) new samples from the importance
sampling PDE g ».
Return the empirical probability

N |
Pn = f:lj q i,]((p])fg((pj
ne Nssl"'lez = ) £o,2(9j)

f at

h

with a relative accuracyt and confidence level (91)(1-4d5) > 1-6.

The relations between these phases in the methodologylastradted in Figure 5.20, al-
though it should be noted that in practice the developmenttgss does not strictly follow
all phases in this sequence. Also, this diagram is set upifgadly from the viewpoint

of system validation, whereas the traditional ‘V’-diagrafFigure 4.1 provides a more

general view of the entire development process.

5.5.1 Definition of validation objectives

The first phase in the validation process is to define the atiid objectives. As defined
in Problem 5.4, the general validation problem is to estintaé probabilityp for insuffi-
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Algorithm 5.7 Methodological framework for design and validation of
advanced driver assistance systems

1. Definition of validation objectives.

Definition of the parameter set.

System design.

Generation of a simulation model of the system.
System construction, integration, and verification.
Sensitivity analysis of the performance measure.
Preliminary validation with adaptive importance samgli

Improvement of the validation results with VeHIL.

© © N o 0k~ w0 DN

Evaluation of the system benefit with test drives.

cient system performance @ such that the cleared parameter@etand the non-cleared
parameter se@*® can be defined in probabilistic terms. In the previous sastigfficient
sampling methods have been investigated to estimalte this section, we will extend this
to the investigation of the cleared and non-cleared sulo$&ds and the definition of a cor-
responding test schedule. An unambiguous measure of ntEaia provided by defining
the requirements in terms of one or more performance messre

e Stability, e.g, individual vehicle stability, string stability.

e Performanceeg.g, tracking error, time-to-collision.

e Comfort,e.g, acceleration, naturalistic control performance, wagrimeliness.
e Dependabilitye.qg, false alarm rate, missed alarm rate, fault tolerance.

For each measure a corresponding critefipmust be defined to assess whether the system
is clearedi.e., pk(d;) < (qj), for a particulag; € Q, as summarized in Table 2.3.

The probability of clearance for all possible parameter kimations can only be found
up to a desired level of accuracy and confidence. Suitableesdbre (or ¢, in case of a
relative accuracy) and confidence & must therefore be defined.

5.5.2 Definition of the parameter set
The next phase is to identify the parameter@etvhich consists of:

e Scenario parameters.g, scenario configuration, inter-vehicle motion.

o Driver interactiong.g, car-following behavior, warning responsiveness.

Disturbancese.g, sensor measurement noise, and weather and ambient oosditi

Modeling errorse.g, parametric uncertainty and unmodeled dynamics.

Failure modesg.qg, faults in sensors, actuators, or controller hardware.
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Figure 5.20: Schematic representation of the methodoldgramework for validation,
which extends the traditional ‘V’-diagram from the viewpodf system validation.

The underlying distribution o® in terms of a multivariate PDlfo must be found from
experimental data, as was presented in Sections 2.4 andO®¥ously, this PDF would
result in relatively few positive samples, see Step 0 in FEdgu21(a). FMECA can be used
to identify the critical failure modes. Furthermore, sa@gmand accident analysis can help
to identify the most relevant scenarios. This reductiorhefftarameter set (also illustrated
in Figure 5.21(a)) is used to speed up the subsequent protsissulation and testing.

5.5.3 System design

After the definition of the system requirements and paransete the design phase covers
the definition of system specifications and the design of yiseem architecture, followed
by detailed module design. Design issues are not furtheussed here, although some
elements of ADAS design will be treated in the case studiesektheless, the design phase
strongly depends on the generation of a simulation modelithased for specification
development and controller synthesis. Furthermore, tinigilation model is useful for
preliminary validation purposes, as discussed next.
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5.5.4 Generation of a simulation model of the system

For clearance of the ADAS, it must be demonstrated that thiBomeancep meets the
criteriay for all traffic scenarios and system variations. This mehatthe assessment must
be performed not only for the nominal model but also for aligible parameter deviations,
operating conditions, and failure modes. Some of theseat@nis are known, whereas
others are uncertain and known only within certain boundasthis modeling phase, the
bounded uncertainty s& c Q is defined with minimum and maximum values for each
uncertaintyA; in the uncertainty vecta € ®, representing model uncertainty, unmodeled
dynamics, and parametric uncertainty.

Although a reliable model is obviously required for retifgy useful validation results,
the model should not be overly complex. This requires a tidtlieetween simulation speed
and transparency versus complexity and reliability. Obslg, system elements that affect
the relation between system inputs and outputs should belewd-or example, in case of
an ACC system, it makes sense to include engine and bralensytnamics, but steering
dynamics could be neglected. A PreScan simulation modelloam be developed that
incorporates suitable models for the vehicle, the sensdraanicroscopic traffic scenario.

The effect of model uncertainty on performance and depéhigyakaries with ADAS
type, control system, and sensor systems. Before the atlidédtion is started, the relative
importance of the different uncertainties on the validatiesults should be investigated
in a sensitivity analysis. Parameters with minor effects taus be excluded from further
assessment in order to reduce the amount of required cidnda

For eachA; a mean, minimum, and maximum value is considered in the Dyabt
design, see Figure 5.21(b). When the analysis of varianmssthat an uncertaintgy; has
no effect on the performangg, the set® can be reduced by neglecting this uncertainty.
The number of runs for the D-optimal design is given by StepAlgorithm 5.6.

5.5.5 System construction, integration, and verification

After implementation and verification of the individual darare and software modules, the
complete system is assembled from its components. Thismyiategration phase is carried
out in parallel to the validation phases, as the integraifdhe system progresses.

5.5.6 Sensitivity analysis of the performance measure

Since the results of the validation process are subjecteovditidity of the models used,
model validation is an important element of the methodaabiramework. Because of
the model-based design framework, validation of PreSaanlation models can be done
straightforward by executing the same test schedule in &t#ilVlaboratory, based on the
D-optimal design, as illustrated in Figure 5.21(c). Froim thitial test program, preliminary
conclusions can be drawn on the validity of the simulatiordaie and the importance of
specific test vectorg;. If a major discrepancy occurs between the simulation madeithe
VeHIL test, the simulation model should be adapted and rantih the simulation output
matches the VeHIL test results. This comparison betweerlVaHd PreScan simulation,
as well as the test analysis itself, is made in terms of thibopeance measureg.

In addition, these preliminary VeHIL results allow modetluetion, which speeds up
simulation time. Furthermore, from the response surf@¢gsgenerated by the D-optimal
design, and subsequent sensitivity analysis, the sulgeterd Qg, for which the outcome
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(cleared or non-cleared) &priori known, can be neglected for the remaining phases of the
validation.

5.5.7 Preliminary validation with adaptive importance sanpling

When a reduced parameter set and a validated simulationlrhede been identified, a
simulation study is used to provide a preliminary clearasfc@. The results of the simula-
tion phase are estimated measures for the performance padafbility of the ADAS with
respect to the criteria defined.

This simulation study is carried out through adaptive inb@ace sampling, using Algo-
rithm 5.6. The importance sampling PDF for the AIS simulatitrategy is formed by the
response surfacg(q) that is constructed from the results of the sensitivitylgsia of the
previous phase. The AIS simulation strategy allows a repragive set of samplese Q
to be investigated, the controller behavigq) to be analyzed, and important areas of the
parameter set to be identified.

Since the performance of Algorithm 5.6 depends heavily endfiability of the models
and the PDFs used in the simulation phase, the robustndss pfabability estimatg@y to
model uncertaintyA should be considered. The experimental relation betwgemd QO
from the simulations is then bounded, such that

prais(@, A7) < k(@) < pk,AIS(qu+) forallge QandallA € ®. (5.44)

This bounded estimate for the performance has been iltestrfar the two-dimensional
case in Figure 5.21(d). Correspondingly, the AIS estinpatbas an upper and lower bound,
depending on the value of the uncertainbyis a- < Pais < Pais,a+- This means that the real
boundaryp = v is expected to lie within the subs@f C Q that is bounded byais(q, A7) =

v and pais(q,A]) =+. Based on these preliminary findings, a test schedule forllvVeH
experiments and test drives with the real ADAS-equippedolelcan be drawn up.

5.5.8 Improvement of the validation results with VeHIL tests

After the randomized validation using AIS, VeHIL tests shibloe performed to validate the
simulation results, and provide an estimated probabfityith higher accuracy and confi-
dence than is possible with simulations. The most releweriarios have to be identified,
using thresholds for the performance criteria. This ralétethe area between the curves
pais(d, A7) =~ andpais(q, A7) =~ of Figure 5.21(d). We therefore select a limited number
of parameter combinatioreg to be reproduced in the VeHIL facility, as illustrated by the
corresponding shaded area in Figure 5.21(e).

In VeHIL parameter variations, disturbances and failurelesoare introduced very ac-
curately. The model uncertainty is reduced, because ofeplacement of the vehicle and
sensor model by real hardware. The boundary betw2eand Q° and the effect of dis-
turbances on this boundary can therefore be investigated precisely. Furthermore, an
estimatep.. can be achieved that is more reliable thagp:

Nis

. 1 J((P/.xls. ')fQ(‘P/.xls, ) 1 N J(‘PVeHlL, ')fQ(‘PVeHlL, i)
pva—(JZ; » ’)+ (Z : J), (5.45)

§Q,A|S(‘Pz|s,j) Nveri -1 fQ,VemL((PVeHlL,j)
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Figure 5.21: lllustration of several steps of the methodidal framework of Algorithm 5.7
using the two-dimensional range — range rate diagram.
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where@3 s ; are theNg,s samples of Step 7 from Algorithm 5.7, for which the indicator
functionJ is always positive, that ispas(¢@;) >~ for all A € ©. The estimatee,. and
the estimated volume of the non-cleared ©tmay indicate necessary improvements in
the system design regarding fine-tuning of the controlleapeters.

5.5.9 Evaluation of the system benefit with test drives

Finally, an important issue is to investigate whether trsults of VeHIL experiments and
PreScan simulations are representative of the ‘real’ pedioce. Test drives are therefore
always the final link in the system validation phase. Theyadse used to investigate the
validity of the VeHIL and PreScan results. Similarly to thefidition of the VeHIL test
schedule from the simulation results, we can define a tegt giogram from the VeHIL
results. This validation phase is done by executing the gaides used in Steps 4 and 6 to
validate the simulation model and representativenessidfl\d~urthermore, a selection of
test vectors|; can be chosen from the s@ten ., to be further investigated on the test track,
as indicated in Figure 5.21(f). Unfortunately, some teslishe too difficult or dangerous to
perform on a test tracle.g, tests with short initial distancg(0), indicated by the symbol
“o”in Figure 5.21(f).

5.6 Summary

We have presented a methodological framework for protsdidilvalidation of advanced
driver assistance systems (ADASS), based on a new randdmligerithm for adaptive im-
portance sampling. This probabilistic approach cammovethat the system has adequate
performance and dependability. However, when we acceptallsrisk of failure, this
probabilistic approacks able to obtain an efficient estimate of the performance and de
pendability of the system. Especially compared to coneeati grid-based validation and
Monte Carlo simulation, our approach is significantly mdfeient in terms of the number
of experiments that is sufficient to obtain a desired levehafuracy and confidence. In
contrast to traditiongk-analysis methods, performance measures can includedimmein
and Boolean criteria, instead of only frequency-domaitedd, which makes it more useful
for practical application to ADASS.

The level of confidence in the estimgielepends on many factors. First, the sufficient
sample complexiti is an important prerequisite for proper validation. It hesireduced
in a sequential approach by reformulation of the validaiomblem, such that a more strict
bound orN is obtained. In addition, the definition of the paramete®and its PDFfq that
are used for the validation process play an important ra¢ha simulations are sampled
from this distribution. The use of a randomized algorithmefdaptive importance sampling
allows to use a more efficient representatio@ofThe validation of the PreScan simulation
results with VeHIL experiments allows to reduce this modatertainty and improve the
estimatep in an iterative approach.

Anotherimportant element of the methodology is thatiori information on the system
behavior can be included in the test schedule, such that td® ralevant subsets in the
parameter set are investigated. Especially design of erpats theory can be efficiently
used to investigate the sensitivity of the performance nmeat® particular parameters or
combinations thereof. Critical parameter combinatiorsthen subsequently emphasized
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Table 5.3: Application of elements of the methodologiaatfework to the case studies.
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in the validation process.

A major advantage of the methodology is that the sufficiemda complexity for PreS-
can simulations and VeHIL experiments can be prediet@diori. This allows to allocate
the appropriate time and resources that are required foraigation of a control system.
This is an improvement over the trial-and-error methodsdia currently used in practice,
and for which the required time and resources can only beoappated beforehand, based
on engineering judgement. The sample complexity is baseth@mdaptive importance
sampling reduction factor that is calculated using a pteaticof the number of positive
samples that are representative of the importance sampbigo. This method consid-
erably reduces thsufficientsampling complexity, almost to the minimum possible number
(i.e., thenecessargample complexity). The only excess conservatism in theplaoom-
plexity is caused by a suboptimal choice for the faetpwhich reflects the ratio between
the sample complexities in the subsequent steps of the AtSidim.

In summary, the purpose of PreScan is to provide a prelimivaidation of the ADAS
using the AIS algorithm. The role of VeHIL is to validate thimalation model, as well as
refine the simulation results to a more reliable value. st drives are used to confirm
the PreScan and VeHIL results, and for obtaining practinaliedge ofQ andfo.

The methodology has been illustrated with a simple caseysindolving an ACC-
equipped vehicle following a target vehicle. Depending loa Yalidation objective, this
case study has shown a more than tenfold increase in efficempared to conventional
methods. It is expected that the relative efficiency inazeagith a higher dimension of the
parameter se@. This will be demonstrated in the next chapters, where thihou®logy
will be applied to practical case studies, involving a driwarning system (Chapter 6), a
cooperative adaptive cruise control system (Chapter ‘@) agre-crash system (Chapter 8).
Although it was not possible within the framework of this $feeto apply all tools and all
phases of the methodology to each of these case studiesplkasé and tool is applied to
at least one of the cases. Table 5.3 gives a preliminary autio the development phases
of these case studies and the tools that are applied.



Chapter 6

Case study: Validation of a driver
Information and warning system

This chapter is the first of three that demonstrate the agipdic of the validation method-
ology that was developed in the previous chapter. The stinj¢lce present case study is a
novel driver information and warning system for safe spewbsafe distance (SASPENCE).
This system communicates the appropriate velocity and-irghkicle distance to the driver
in potentially dangerous situations. This case study tiyates the steps of Algorithm 5.7
that are indicated as dark grey blocks in Figure 6.1. Sed@iarintroduces the functional
requirements and operating conditions of the SASPENCEByss well as the implemen-
tation of the system in a demonstrator vehicle. Sectionsab6®6.3 define the validation
objectives, evaluation criteria, and parameter set far¢hse study. Subsequently, Sections
6.4 and 6.5 present the simulation model and the validagsalts of the randomized sim-
ulation study. From this study, critical scenarios are eno® be replayed in VeHIL, as
demonstrated in Section 6.6. The preliminary results ofesuiive driving tests are briefly
reviewed in Section 6.7. Finally, Section 6.8 summarizeg#sults of this chapter.

6.1 A system for safe speed and safe distance

Many traffic accidents in the EU are caused by inappropriakécle speed or inter-vehicle
distance. It has been estimated that excessive speed asdounne-third of all road ac-
cidents, and contributes to around 1200 fatalities and @@8r000 injuries on European
roads every year [222]. In addition, another 15 % of all roedi@ents are rear-end colli-
sions, which is usually caused by drivers keeping insufiiicitstance [129].

6.1.1 Functional requirements

One of the initiatives to improve traffic safety by intelligevehicle systems is the Integrated
Project PReVENT (Preventive and Active Safety Applicasipico-funded by the European
Commission under the Sixth Framework Programme [105]. Ta¢ af the PReVENT sub-

project SASPENCE is the development and evaluation of &'Saked and Safe Distance’
application that supports the driver in avoiding potehtidhngerous situations and that im-
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1. Validation 9. System Step  Description Section
objectives evaluation 1. Validation objectives 6.2
i ‘ ‘ T 2. Parameter set definition 6.3
iﬁz?yasr:: VeHIL 4 Syst_em modeling o 6.4
2. Parameter 8. System 7 Preliminary system validation 6.5
set definition validation 8. System validation 6.6
Y p Performance measures
PreScan-SIL 01 Minimum time-to-collisiont ¢
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Figure 6.1: Steps in the methodology that are investigatethfe SASPENCE case study.

proves driver comfort [196]. The SASPENCE system shoulgeoate unobtrusively with
the driver by suggesting a safe speed and safe distance o iatative to the vehicle in
front [234]. In addition, the system gives a speed advidéntpinto account speed limits,
road infrastructure, and weather conditions.

6.1.2 Relevant scenarios for driver warning

Since speeding and tailgating are widespread traffic hazévd SASPENCE system con-
siders a wide range of traffic scenarios and operating donditas listed in Table 6.1. Some
of these scenarios are illustrated in Figure 6.2. The taBleiadicates the corresponding
system response in terms of the warning levelWarning level 0 means that no warning
is given, level 1 is an information mode, level 2 a mild wapiand level 3 an emergency
warning.

Since the safety potential that is expected from a systeraltapo appropriately warn
the driver in case of excessive speed and small headway \@okgromising [235], it is of
paramount importance to accelerate the deployment of su&D&S. In order to have a
system ready for the short-term market, the SASPENCE prajets to develop a low-cost
system by combining ADAS components that are already daillm modern passenger
cars (such as components for ACC, lane departure warnimgsatellite navigation). The
corresponding system architecture based on existing l@edeomponents is therefore pre-
sented next.

6.1.3 System architecture and prototype description

The SASPENCE system is installed in a Fiat Stilo Multiwagbattserves as one of the
two demonstrator vehicles for this project. In the systeohiéecture of Figure 6.3 sev-
eral modules can be distinguished. The sensor array of tt8PENCE system consists of
a long-range ACC radar for obstacle detection, mounted erfrtint of the vehicle. Lane
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Table 6.1: Traffic scenarios and operating conditions far 8ASPENCE system.

No.2  Scenario description Warning levelw
1 Host vehicle breaks speed limit 1
2 Critical weather conditions presemt g, fog, heavy rain, snow) 1
3 Obstacle appears ahead, but not on the host path 0
4 Obstacle appears ahead on the host path, without beingaarsy 0
5 Obstacle appears ahead and could become dangerous 2
6 Obstacle appears ahead and is dangerous 3
7 On-coming vehicles approaching (on one-way rural road) 1
8 Host vehicle approaches hazardous infrastructure too fas 1

(e.g, sharp bend, traffic light, or pedestrian crossing)
4See Figure 6.2 for an illustration of these scenarios (exsegnario 7).

SASPENCE vehicle k» D O DDD
g

Figure 6.2: Overview of scenarios for the SASPENCE system.

recognition by video image processing is used to distifgpgtentially dangerous obstacles
from objects in adjacent lanes and on the side of the roaddditian, vehicle-to-vehicle
communication (VVC) enhances the selection of relevagetat Differential GPS (DGPS)
combined with digital map navigation is used for global estastimation and for provid-
ing information on speed limits and relevant infrastruet{#]. Several human-machine
interface (HMI) channels are available to provide inforimatind warnings to the driver: a
haptic accelerator pedal (trough force feedback and péblation), a visual warning dis-
play, seat belt vibration, and audio signals. In-vehiclevwoeking between the sensor array,
the signal processing modules, and the HMI is primarily pied by a dedicated CAN bus.

6.1.4 Sensor fusion and scenario assessment

Sensor data is fused at multiple levels to provide an enlthvieas of the environment. Sen-
sor fusion of DGPS and vehicle state sensors based on exté&tadman filtering, similar
to the system presented in Chapter 3, provides an estiméte dbst vehicle’s global state
. A precise estimation of the road course ahead is createdsiyrf of navigational map
points and lane detection information [261]. All detectezhicles are projected into the
estimated road geometry to determine their relative pysitio the host vehicle and their
predicted paths [63].

The output of the sensor fusion and path prediction modsldsein used to compute an
optimal reference maneuver by solving the optimizatiorbfm

S

0= 5 [ 9 .u)ds 61)

0
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Figure 6.3: System architecture of the SASPENCE system.

subject to a given set of inequality constraints (used tooiseptrajectory constraints) and
equality constraints (includes the vehicle model witk) the vehicle state vector). The
functionalJ has to be minimized over the planning distance intervaS]y finding the
control functionau(s) (steering, throttle, and brake input). The penalty fumcfi (x(s), u(s))

is used to define the driving style. In addition, the penaltyction can be considered a risk
performance measure, where the integral is a measure faisthkevel of the maneuver.
Apart from these safety considerations, requirementsger acceptance and mobility are
included in the penalty function. This allows the SASPEN@&am to compute an appro-
priate speed and safe distance to the preceding vehicleglhasmto consider speed limits
and weather conditions.

The optimal reference maneuver is then compared to theqteedpath of the host vehi-
cle. In case the difference crosses a threshold, the systemvénes by giving information
and/or warnings to the driver. The warning and interventimdule computes the appro-
priate warning type and warning level, and directs this dhailable HMI channels. For
more information on the calculation of the reference mapetior the SASPENCE sys-
tem, we refer to the work by Biradt al. [17]. In the remainder of this chapter we focus
on the validation of the system’s capability for giving appriate and reliable warnings in
response to potentially dangerous obstacles ahead.

6.2 Definition of the validation objectives

The first step in the validation process is to define suitatdduation criteriap from the
system requirements, with emphasis on measures that telate appropriate interaction
with the driver. The dependability is assessed through tiseed alarm rate

N

1 Jenj (@) Tifo( @)
P =S T o)

(6.2)
j=1
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where@s,...,j,...,@n areN randomized samples fro@ with importance sampling
PDF &g, as discussed in Chapter 5. The indicator functidor the sample-based missed
alarm rate for scenaripwith time durationTj, defined byepj, is given as (see also Figure
2.7):

T
- 1
Jenjlo) =5 / Jenj (t)dt, (6.3)
0
where for each sample
1 if wj(K) =0 andwet j(K) =1,
a®={ 5 gea® et (6.4)

For each individual scenarig this performance measure is calculated by comparisoreof th
output of the SASPENCE system; with a reference systems j, which gives information

on the warning level and whenshouldbe given from the perspective of an average attentive
driver. This reference warning is based on empirical dadenfthe CAMP project [132],
that indicates the most appropriate warning time and warténel of a forward collision
warning system for a representative set of drivers. Thialtege has been summarized in
the algorithm of (2.5), which is repeated here as:

Qref = . .
“\ 0.685,-0.086( +atread ~0.833  ifteiop1 > treao
A warning is issued wheas falls below the thresholds discussed in [132].
Similarly, the false alarm rate is defined by replacing (6vith
v 1 ifwi(t) =1 andwrer(t) = 0,
xmm—{o i (6.6)

The associated probabilities can then be estimated acgpialthe methodology of Chapter
5, considering the underlying probability functigon and the importance PD§&, for the
individual scenarios. Furthermore, the timeliness of anade j indicates to what extent
the warning is given too soon or too late:

&ime,j = twarnj —tref ] (6.7)

with tyam j the first sample for whickvj = 1 andtyes j the first sample for whickves ; = 1.

The impact of the system on traffic safety and driver com®vilidated by comparing
a scenario where a driver is assisted by the SASPENCE systdm same scenario where
the SASPENCE system is not operational. The safety is med&uterms of the minimum
time-to-collision (TTC) during the scenario:

min_ trrci(t 6.8
te[OI,T] rrc,i(t), (6.8)

and the comfort in terms of the RMS value of the longitudiraederation:
||alongi(t)"pow- (6.9)

With respect to the dependability of the system, we requimaaimum false alarm rate
Pee in the order of 1107, and a maximum missed alarm raig, in the order of 11073,
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Table 6.2: Values for the Gipps parametefgaand teae as well as the reaction time to
unexpected evenigbxp

Driver Without SASPENCE With SASPENCE
Conservative Intermediate Aggressjvé€€onservative Intermediate  Aggressive
@max [m/sz] 1.17 1.55 2.05 1.17 1.55 2.05
treac[S] 0.95 0.73 0.56 1.15 0.93 0.76
tunexp[S] 1.61 1.28 0.95 0.99 0.73 0.47

Furthermore, we require that the combination of the coradatm ratepc, and the true
positive rateprp in the generalized reliability measupg, is at least 0.99. These values are
chosen in accordance with the state-of-the-art valuesisiisd on page 31.

The objective of this case study is to validate the comfatfgrmance, and dependabil-
ity of the warning functions of the SASPENCE system agahmessiystem requirements. The
system must conform to the requirements for a represeatsgivof traffic scenarios, operat-
ing conditions, and driver characteristics. Let us furtiesume a desired relative accuracy
er = 0.1 of the validation results and an associated confidencélev&with § = 0.01.

6.3 Definition of the parameter set

The value of the performance measupg@;) for a particular traffic scenarip obviously
depends on the perturbatiogsimposed by that scenario. Based on the system specifica-
tions [6], a parameter s& is defined, composed of traffic scenarios, operating canditi
sensor characteristics, and driver characteristics.

For the traffic scenario parameters we use the microscafictmodel of Chapter 2.
The measurement noise of the environment sensors is taiertffie system specifications
[234]. The driver is modeled for conventional car-follogibehavior after the Gipps model
(2.36). Table 6.2 gives values for the Gipps parametershiaet different driver types:
conservative, intermediate, and aggressive drivers. Tdpdmum acceleration levelyax
for these three driver types is calculated for the 5 %, 50 % %506 value of the cumulative
distribution function that corresponds to (2.44), respebtt. Similarly, the reaction time
treac that these driver take into account during car-following given by (2.47). Note that
that this value represents the parameter that is used inifips @ar-following model and
relates to the reaction time that the driver anticipated @bsequently to the headway that
the driver applies). It imotequivalent to the reaction tirmghexp to unexpecteevents, such
as a suddenly appearing target vehicle, which is obtaired fb6].

6.4 Software-in-the-loop simulation in PreScan

The simulation model is developed in PreScan and consistseocSASPENCE-equipped
host vehicle, a target vehicle and a radar model. The sensanrf, scenario assessment,
and HMI modules of the SASPENCE system are emulated by thialaetal-time code in a
software-in-the-loop (SIL) simulation. In addition, thevér model is implemented in the
SASPENCE vehicle in order to provide a desired car-follapbehavior, whereas the target
vehicle executes a simple longitudinal velocity profile.eTimulation model is set up in
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the PreScan environment in such a way that it can be called MaTLAB automatically
in a randomized fashion. For this purpose, the adaptive itapoe sampling Algorithm 5.5
has been implemented in aAviLAB routine that communicates with PreScan.

In this case study it is assumed that the vehicle model, dnazlel, and sensor model
are correct, and the model validation of Step 6 in AlgorithmiS not carried out. Instead,
this case study focusses on Steps 7 and 8 of the methoddldgicsework, where we
assume thaa priori knowledge on the parameter g2tis available. FirstQ is reduced by
neglecting all situations for whict}(0) > 0, since these will never result in a warning from
the SASPENCE system. Secondly, in this chapter we considgrapproach scenarios
with two scenario parameters;:(0) andv,(0). This restriction orQ is introduced in order
to facilitate validation of the simulation results with ViEHexperiments, as discussed later
on. Next, the remaining subset 6fis sampled using the Latin hypercube method, instead
of using the original PDFo. Every simulation is carried out six times with the samdaihit
conditions: for three driver types (conservative, intetliate, and aggressive), each with the
SASPENCE system eithen or off.

Since it was not possible in this case study to execute Stéps3lof Algorithm 5.6,
we assume that the sample complexity for the adaptive irapoet sampling phase is in
the sam; order as for the other examples of the previous ehaje therefore choose
Nis2 =10

6.5 Preliminary validation with PreScan-SIL simulation

This section presents the results of the simulation studyofdy one traffic configura-
tion (approach scenario) and for a limited set of perforneameasures. Figures 6.4, 6.5,
and 6.6 illustrate the impact of the SASPENCE system on thmnmaim time-to-collision
trre, the minimum time headwaty, and the RMS value of the longitudinal acceleration
Ha;ongi(t)HpOW, respectively. Results are shown for different drivers@vative, interme-
diate, and aggressive), both with and without support ofSASPENCE system. It can be
observed that the minimum TTC and minimum time headway, iwvhie important safety
indicators in car-following situations, increase when8#PENCE system is active. Note
that these figures only show a two-dimensional cross-sedidhen-dimensional param-
eter setQ. The reader is referred to [72] for results on other traffiofurations and
scenario parameters.

Another aspect in the simulation study is an assessmeneafdmfort in terms of the
RMS values of the acceleration. It can be seen that this pedioce measure is reduced, es-
pecially for the intermediate and aggressive driver, wingans that comfort has increased.
Considering these results, the SASPENCE system is exptrtdter a significant benefit
for traffic safety and driver comfort.

6.6 Functional validation with VeHIL tests

Obviously, in practice simulations have their limitatiomish regard to the credibility of the

results. Driving simulator tests have therefore been edrout in [27], but these do not
take into account the actual hardware of the vehicle and &&PENCE system. On the
other hand, driving tests with the demonstrator vehicle® lzdso been performed [72], but
they are limited in their ability to test safety-criticalestarios. To provide a preliminary
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Figure 6.4: SASPENCE simulation results for the minimum.TTC
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() (b)

Figure 6.7: VeHIL laboratory setup: (a) the SASPENCE vehislset up on the chassis
dyno (beneath the floor), and approaches another road useresented by the moving
base; (b) the real-time traffic scene is projected on a digjatefront of the camera system
(located behind the rear-view mirror), while a preliminadM| display shows the output of
the SASPENCE system.

functional validation of the SASPENCE system in an earlgstaf its development, the

most critical scenarios that were identified with the sirtiatastudy are therefore selected
to be reproduced in the VeHIL laboratory. First we preseaetkperimental setup for testing
the SASPENCE system [72].

6.6.1 Experimental setup

As shown in Figure 6.7(a), the Fiat demonstrator vehicleasimied on the chassis dyno to
emulate the tire-road interaction and the moving base id ttsemulate the preceding vehi-
cle. The visual input to the camera system is emulated byeptiog a real-time animation
of the traffic scene in front of the camera, as shown in Figuré®. Similarly, DGPS satel-
lite navigation and vehicle-to-vehicle communication aneulated by a real-time ethernet
link from the real-time simulation environment.

Since the SASPENCE system is a driver warning system, adllosg configuration
requires that a driver reacts to warnings and takes appte@ction. The prototype vehicle
is therefore instrumented with a driving robot, consistafgwo actuators to control the
brake and throttle pedal positions. The driving robot i&did to the driver model with the
characteristics of Table 6.2. The driver model receivestigee information on the host
absolute statéx, and the relative target motidex; from the simulation environment. The
driver model also receives the warning levefrom the SASPENCE system, such that it
can calculate a desired speagr, which is sent to the actuator controller of the driving
robot. Hence, the experiment isclbsed-loophardware-in-the-loop simulation. The flow
of information between these components is illustratedhénschematic diagram in Figure
6.8.
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Figure 6.8: Schematic representation of the closed-lodgIVesetup for the SASPENCE
vehicle. The inputs from the driver, camera, DGPS, and V\&Ceanulated from the real-
time simulation environment, whereas the relative motipritfe radar sensor is emulated
by the moving base.

6.6.2 Definition of an efficient test schedule

Using the results of the simulation study, a test schedusebe®n developed for a rep-
resentative set of traffic scenarios. The test scheduleageHitowards scenarios that are
considered more critical,e., with a lower value for the minimum TTC, as obtained from
the simulation study. Correspondingly, scenario pararaetee selected, such as the ve-
locitiesv1(0) andv»(0), target acceleratioay, initial distancex.(0), and initial lateral offset
yr(0), as summarized in Table 6.3. Figure 6.9 shows an ovemvi¢hese parameters, where
the SASPENCE vehicle, driving at a velocity, approaches a slower target vehicle, driv-
ing atv;. The resulting relative motion for the moving basevjg = vy = v; — V2. Around
150 tests were carried out, for each of which the performaniteria p were calculated.
For comparison of the VeHIL experimental results with the$tran simulation results, the
approach scenarios (Scenario 5) were carried out Wwitthand without the SASPENCE
system.

6.6.3 Experimental results

Figure 6.10 illustrates these VeHIL test results for a tgb@pproach scenario with the
SASPENCE-equipped vehicle approaching a slower targétleef he initial velocities for
this test aren 1 (0) =v, = 33.3m/s andr1(0) = 222 m/s, and the initial distanog(0) = 0. It
can be seen that &= 5.1 s, the time-to-collision drops belowc = 6 s, which causes the
reference algorithm to give a warning sigmgl;. However, only at = 7.5 s the SASPENCE
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Table 6.3: Test schedule with initial conditions for the BASICE system.

Scenario parameter SymBol Unit  Min Max® Number of tests with

SASPENCE system
on off

Scenario 3: Approach of target on adjacent lane, not relévan 19

Host vehicle velocity Vo m/s 333

Target vehicle velocity 1 m/s 194 333

Relative velocity Vr m/s  -139 0

Acceleration profile target vehicle a; mis -4 0

Initial distance to target Xr m 50 150

Initial lateral offset Vr m -35 35

Scenario 4: Cut-in of target into host lane, not dangerous 18

Host vehicle velocity \3 m/s 222 333

Target vehicle velocity \Z1 m/s 222 472

Relative velocity Vr m/s 0 139

Acceleration profile target vehicle a; m/s? 0 2

Initial distance to target Xr m 10 50

Initial lateral offset Vr m -35 35

Scenario 5: Approach of target on host lane, potentially gimous 60 40

Host vehicle velocity \3 m/s 139 333

Target vehicle velocity 1 m/s 0 306

Relative velocity Vr m/s -139 -2.8

Acceleration profile target vehicle a; m/s? 0

Initial distance to target Xr m 150

Initial lateral offset Vr m 0

Scenario 6: Tailgating behind target vehicle, potentialBngerous 10

Host vehicle velocity Vo m/s 139 333

Target vehicle velocity 1 m/s 139 333

Relative velocity Vr m/s 0

Acceleration profile target vehicle a; m/s® 0

Initial distance to target Xr m 3 20

Initial lateral offset Vr m 0

83ee Figure 6.9 for an illustration of the parameters.
PWhen no maximum value is given, only the minimum value hashested.

Moving base

Vehicle under test
—
Xr

Figure 6.9: Overview of the scenario parameters in an apploscenario.
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Figure 6.10: VeHIL test results for an approach scenario.

system gives a warning, after which the driving robot daegéss the vehicle according to
the settings in Table 6.2. As the vehicle decelerates, the fiSes again fronh = 9.3 s on-
wards, indicating that a collision is being averted. Cquoerlingly, the reference signaes
disappears. However, the SASPENCE warning signegmains present, and the warning
level is even increased it 11.8 s, even though the distangeis increasing again.

Of course, the choice of the reference model is quite aryjteand a more conservative
or a more sensitive algorithm might be selected. Neveriseline difference between the
reference warning/es and the SASPENCE warningis used to illustrate the dependability
validation. Figure 6.11 shows the distribution of the timess of the warning. On average,
the SASPENCE warning is given at approximately the same itistance as the reference
warning, which indicates that the reference warning has acceptable behavior. However,
the time difference ranges between 5s too soon and 5s taoTais variety in warning
timeliness means that the presence or absence of a warngig be interpreted by the
driver as a false or missed alarm.

If we look again at Figure 6.10, the lack of a SASPENCE wariirtge time intervat =
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Figure 6.11: Distribution of the timeliness of the warnimgfative means too soon, positive
too late).

Table 6.4: Estimated reliability measures for the SASPEN@em, using Table 2.2.

Rate Definition Estimate
Accuracy paccuracy (Nrn + NTP)/(NTN +Nep+Nen +Nrp)  0.982
Precisionpcp NTP/(NFP+NTP) 0.994
True positive ratere Nrp/(Nen +Nrp) 0.979
False negative rateen ~ Nen/(Nen +Nrp) 0.021
True negative ratem NTN/(NTN + NFP) 0.989
False positive rat@er ~ Nep/(Nrn +Nep) 0.011
Re'lablllty Prel \/N%:,/(NFP + NTP)(NFN + NTP) 0.986

[5.1, 7.5] indicates a missed alarm, according to (6.4). Using (&) a scenario duration
of 30 s, the missed alarm indicaté j (¢;) for this scenario is calculated as 0.08. However,

we should also take into account the importance samplirtgif i((((‘;j; for this scenariq,

as well as all other tested scenarios, such that the estforatee missed alarm ratg-y will
be much less. Similarly, the time interval$12.7] indicates a false alarm.

By combining all these test results and taking the impoeasampling factor into ac-
count through (5.45), it is possible to obtain a represemtatverview of the dependabil-
ity of the SASPENCE system. The results show that the estighatissed alarm rate is
Pen = 0.021 and the estimated false alarm ratg = 0.011. The corresponding reliability
preil (i.€., the geometric mean of threcisionand the true positive rater) is estimated at
0.986. As summarized in Table 6.4, the reliability measaresall in the order of 1G.

These results show that in practice the dependability anelitiess of the SASPENCE
warning function must be improved. This could also be ob=giduring the VeHIL tests,
where occasionally the SASPENCE system did not considetysafitical scenarios threat-
ening. Vice versa, warnings were sometimes given, even liepreceding vehicle did
not pose any threat (it was far away or driving away from thigicle under test). Because
of the inherent trade-off between false and missed alarma fiiven detection accuracy, it
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Table 6.5: VeHIL test results for the minimum T[T at different initial relative velocities

vr(0) [m/s] for different drivers.

Initial relative velocityvr(0) [m/s]
Drivertype ~ SASPENCE| -28 -56 -83 -111 -139
Comcervative off * 735 722 289 476
on 2022 1379 941 685 4.84
. off 1183 7.15 533 3.87 1.86
Intermediate on 1600 977 721 518 3.87
_ off 1217 201 340 4.18 *
Aggressive on * * x 184 2098

*Data not available.

Table 6.6: VeHIL test results for the RMS of the longitudamdeleratiorjm/s?] at different

initial relative velocities y0) [m/s]for different drivers.

Initial relative velocityvr(0) [m/s]
Drivertype ~ SASPENCE -28 -56 -83 -111 -139
Comeorvative off * 064 087 071 088
on 017 015 026 070 0.99
i off 048 0.0 080 090 1.00
Intermediate on 011 017 026 069 1.05
_ off 024 066 064 097 *
Aggressive on « %+ 062 112

*Data not available.

is not possible to simply lower or raise the obstacle detedtiresholds. Instead, the path
prediction and reference maneuver algorithms should kedufine-tuned to reduce the
above-mentioned probabilistic values.

Despite the fact that the dependability of the system musinpeoved, the effective-
ness of SASPENCE in terms of traffic safety and driver comfart still be validated for
the scenarios with a correct alarm. For this purpose therarpatal results are compared
for scenariosvith andwithoutthe SASPENCE system, as well as for different driver types
(conservative, medium or aggressive), considegiggalinitial conditions for all six exper-
iments.

In Table 6.5, the minimum TTC that occurs during an approaehario is displayed for
different driver types. From the table it can be concluded the SASPENCE system has
a positive effect on the safety of conservative and mediuwers, since the minimum TTC
increases for them. Not enough consistent results for theeagive driver were available to
validate the benefit of the system for these drivers.

The effect that the SASPENCE system has on comfort is exguiésghe performance
measure:||a40ngi(t)||pow. VeHIL test results are give in Table 6.6. This table shovat th
the RMS value of the acceleration generally decreases wéiag the SASPENCE system,
which means that the SASPENCE system also increases dor€nd.
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6.7 The role of test drives

Obviously, in the end outdoor test drives are still necgstaevaluate the system'’s perfor-
mance on the road and to provide a subjective assessmerd 8ABPENCE systeig.,
Step 9 of Algorithm 5.7. However, these tests can now be &ei®n specific problem
areas, since the system has already been thoroughly testeddrge number of scenar-
ios in PreScan and VeHIL. These test drives can be used tosgeahe performance and
dependability over a longer period of time. This will senswalidation of the expected
probabilistic values from the simulation study and the Mek#ist results. In addition, test
drives will be used to assign a subjective rating to the sysiad to test the HMI. It is a
topic of ongoing research to carry out these test drives antpare the test results with
those presented in this chapter [72].

6.8 Summary

This chapter has presented the system validation procesdrofer information and warn-
ing system for safe speed and safe distance (SASPENCE)y$tesarchitecture and the
experimental setup of the demonstrator vehicle have bestribed. A preliminary val-
idation of the SASPENCE system has been carried out, acuptdithe methodological
framework that was presented in the previous chapter. Bestithe VeHIL experiments
show that the warning and intervention strategies need finbeduned to further improve
the dependability of the system.

Based on these findings, the scenario assessment modutes SASPENCE system
can be modified. Furthermore, ongoing research focusseshjecsive evaluation of the
SASPENCE system with test drives. Itis expected that, tketipeé preliminary development
stage of the SASPENCE system, these tests will show the beh#ie system in terms of
traffic safety and driver comfort.

The effect of driver warning systems on traffic safety mustais rely on an appropriate
reaction by the driver, and much effort must therefore beqieon the design of the HMI.
Instead of providing only a warning, a next step in longihadidriver support might be to
enforce a safe speed or safe distamce, intelligent speed adaptation [30]. In general, au-
tomation of the longitudinal control of a vehicle poses salvissues that must be addressed
in the design and validation of such systems. The next ch#ptecfore investigates a sys-
tem with an automated longitudinal control function.
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Figure 7.1: VeHIL laboratory setup: the Smart equipped viith CACC algorithm is fol-
lowing one of the moving bases.

Figure 7.2: Test drive set up at the ATP proving ground.



Chapter 7

Case study: Validation of a
cooperative adaptive cruise
control system

In the previous chapter a new drivearning system for safe speed and safe distance was
presented and validated. Despite the occurrence of falderdéssed alarms, the system
was shown to have a positive effect on driver comfort anditratfety. As discussed in
Chapter 2, a longitudinal vehictontrol system, such as adaptive cruise control (ACC), has
even more potential to increase safety and comfort, alth@ugquires a much higher level
of dependability. This chapter will therefore present tiesign and validation of a fault-
tolerant control system for cooperative adaptive cruisgrod, based on the demonstrator
vehicles and the sensor fusion strategy of Chapter 3.

Section 7.1 starts with a general approach to longitudieaicle control where gain
scheduling is used to reproduce human driving behavior.riagsstability analysis of the
baseline ACC controller reveals several constraints orctrrol performance. Section
7.2 then presents a new cooperative control algorithm tnglhér improves string stabil-
ity, while increasing the tracking performance of the colir. The validation objectives
and parameter set for this system are defined in Sectionsnd.3.d. According to the
methodology of Chapter 5, Section 7.5 presents the resbéifPoeScan trend study. The
corresponding VeHIL experiments to validate these resants investigate the sensitivity
of the system are presented in Section 7.6. To complete ffdatian procedure, Section
7.7 presents results from test drives on a proving ground;hwih turn are used to validate
the simulations and VeHIL experiments. Finally, Sectio® @oncludes the chapter. The
application of the methodology to this case study is sumzedrin Figure 7.3.

7.1 Introduction to longitudinal vehicle control

The main objective of automated longitudinal vehicle cohis to provide comfortable,
thus human-like, but also attentive driving behavior, as digcussed in Chapter 2. This
is most apparent during car-following situations, where tiost vehicle has to smoothly
reach the same speed as the preceding vehicle at a desieedistafice. This section will
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Step  Description Section
1. Validation objectives 7.3
2. Parameter set definiton 7.4
3. System design 7.2
4. System modeling 7.5
5. System construction 3.3.1
6. Sensitivity analysis 7.6
9. System validation 7.7
p Performance measures
Test drives : AR
PR A 1 String stabll.ltyHH(s)H00
objectives BT P2 Response timiyelay
i X(s)
T p3 Tracking errorH ui®
y Scenario a(s) W
2. Parameter WD 8. System P RObusmeS# Xm7 () [l
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06 Naturalistic driving\rxr,ref(t) =X (t)]| pow
i Rapid control T p7 Fault toleranceer
3. System P 7. Preliminary q Pgrameter set -
design system validation 01 Initial host velocityvi(0)
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f1 GPS fault
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integration, and verification f2 Envi ronm_ent_sensor fault
fa Communication fault

Figure 7.3: Steps in the methodology that are investigatethfe CACC case study.

present a control algorithm for automatic car-followinglanvestigate its string stability
characteristics.

7.1.1 Gain scheduling for longitudinal vehicle control

In the ACC control architecture two cascaded levels arenadistinguished, as was illus-
trated in Figure 2.5 on page 25. The outer loop (high-levetrdler) consists of the cooper-
ative longitudinal controller that computes a referenaefarationa.s based on the sensor
information. The inner loop (low-level controller) consi®f an acceleration controller that
tracks the acceleration commaags from the outer loop as well as possible. The advantage
of this configuration is that these two loops can be desigapdrately, reducing the overall
complexity of the design. Furthermore, this structure dan be well motivated from the
relation between driver and vehicle. The inner loop comesis to the vehicle dynamics
and the outer loop corresponds to the driving behavior.

First, let us first recall the ACC algorithm presented in 2}, where the desired accel-
erationayes is given by feedback control of the spacing e X —X and speed tracking
errorey = Vigf = Vi

aref = —Koey — Ky, Kz, Ko >0. (7.1)
This desired acceleratiames should control botre, andv; to zero. The performance of

this basic feedback control law is shown in Figure 7.4(apfscenario that is composed of
a cut-in, a car-following, and an emergency braking subeden In this scenario a target
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vehicle 1 suddenly makes a cut-in maneuver in front of thé Vtsicle 2 at = 1 s. The host
then has to slow down to a car-following situation. Finathe target makes an emergency
braking maneuver to a lower velocity it 15s. In car-following situations it would be
uncomfortable for the driver when automatic braking woulaktsimmediately when the
throttle is released. This undesirable behavior can berebdan Figure 7.4(a), where
braking occurs instantly after release of the throttle hlshiring the cut-in and during the
emergency braking maneuver.

In order to create a more comfortable car-following beheaial prevent frequent switch-
ing between control of the throttle pedal positnand brake pedal positios,, the com-
putation of the desired acceleratiaps is treated separately for brake and throttle. The
acceleration to be tracked by the brake system, denotedsagc br, is always larger than
that of the engine contr@ker acc, th, SUch that it takes some time before the brakes are acti-
vated after the throttle is released. Control law (7.1) enthplit into

Aref accth = Kovr+Kg (Xr — Xref, max) ) (7.2)
Arefacc,br = Kovr+Kyp (Xr _Xref,min) ) (7.3)

where the desired distance for throttle and brake contnadleq

Xrefmax = thV2+tSo, (7.4)
Xefmin = (th—th,diff) V2 + o, (7.5)

with time headwayt, and safety margisg. The parametef, i reduces the desired time
headway, effectively introducing a hysteresis betweenttlerand brake actuation, and mak-
ing sure that they are never applied simultaneously. Figutéb) shows that the resulting
longitudinal control is more comfortable. During the catmaneuver the controller only
releases the throttle instead of braking, and during thergemey braking maneuver the
controller applies the brakes more smoothly.

The selection of appropriate values for the feedback gair{3.il) has been a heavily
investigated research topic. Several authors é&ge[150, 272]) describe the use of an
optimal control procedure to select these gains, usuadtgteand fine-tuned with simula-
tion studies. However, such a controller does not reflectdrudriving behavior, which is
typically nonlinear and can hardly be described by an ogdteaatrol problem. Figure 7.5
demonstrates the tracking problem that occurs with cohgtdnes fork; andK,, when the
distancex; is significantly smaller or larger than the desired distange In Figure 7.5(a)
the host approaches the target from a large distance. Howeseause of the large dis-
tance separatioey, the controller applies too much throttle, after which esaiee braking
iS necessary to react to the large speed tracking ejraConversely, Figure 7.5(b) depicts
a situation where a target vehicle makes a cut-in with eqelaloity, but at a short distance.
The controller reacts to the negative spacing eggavith an abrupt deceleration, after which
the vehicle has to accelerate again to make up for the spealdrig errom,. In both cases a
mild use of the vehicle’s actuators would have been moreqgpiate. A fixed setting for the
feedback gain&; andK5 should therefore not be considered for practical impleatént.

In practice, drivers look ahead and anticipate oncomingastfucture €.g, traffic lights)
and the behavior of other road users. In this chapter we hnéliefore use a gain scheduling
approach to adjud€; andK; by nonlinear function&y :fl(vz, Xr, Xref) @ndKy :fz(vz, Xref),
similar to the approach followed by Yanakiev and Kanellakaps [269].
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ACC control law withx.ef equal for throttle and brake
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Figure 7.4: Actuator control during cut-in, car-followingnd emergency braking scenar-
ios: (a) using ACC control law (7.1); or (b) using control laf¥.2)-(7.3). From top to
bottom: velocity v acceleration @ desired and actual distancegx X; and actuator use
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ACC, fixed settings foK; =0.17,K; = 0.7, largex;(0)
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Figure 7.5: Tracking of a target vehicle using constant esdior K and K: (a) with large
initial distance x(0); (b) at a small distancex0).
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The gain for the distance errifg is made adaptive by multiplication of two parameters:
K1 =KyqvKg x, (7.6)

whereKy y depends on the vehicle speedandK, x depends on the distance erggr In
stop-and-go traffic at low speed,g, in traffic jams, it is important to reach the desired
distance with high accuracy, whereas at cruising speed atbrfalowing behavior is more
important. Thereforesy v has a high value at low speeds and an asymptotically dengeasi
value at higher speeds. As shown in Figure 7.5, in case thaladistancey is significantly
smaller or larger than the desired distargg the distance error feedback g#in should
be reduced to preventtoo strong acceleration or decedarathe relative velocity feedback
gainK> has a high value for negative relative velocity (closingaiions), which gradually
decreases as the relative velocity increases. The valhe abefficient&; andK; (depend-
ing onvy, X, andx,ef) can be designed using curvatures in the range — range egjeadi
[269]. For this study we have tuned these parameters witthasip on adequate follow-
ing behavior. Note that the objective of this case study istii® design and fine-tuning of
the control algorithm itself, but that the controller is rlgrused to illustrate the validation
methodology. We therefore accept that the performance mape perfect, and instead
focus on the ability to characterize and validate this (fabgsmperfect) performance.

7.1.2 Control during transitional maneuvers

In addition to vehicle-following and speed control, the toller must perform a number
of transitional maneuvers from one subscenario to anatirailar to the transitions in the
diagram of Figure 2.10 on page 39:

e Cruise control to car-following This concerns ensuring a smooth transition from
free-flow to steady-state car-following and vice versa. rigweme a new target is
detected, the desired acceleratmg is gradually blended from the old reference
aref, cc t0 the new reference valgss acc.

e Maximum acceleration and deceleratid®ince an ACC system only intends to assist
the driver during normal driving and not during emergencynewvers, the desired
acceleratiorayer is limited by a lower boun@yes, min, usually-3 m/€, and an upper
boundayet max, usually 15 m/<. In caseyer < aref min, the driver is alerted by a visual
warning display to intervene and avoid a collision.

e Cut-in maneuver As we have seen in the previous section, it is undesirabléhéo
vehicle to brake abruptly if another vehicle cuts-in at skastance, but with equal or
higher relative velocity. Therefore, in case the precedgtycle is driving away from
the host vehicley > 0), aref acc br iS set to zero and the host decelerates smoothly by
only releasing the throttle.

e Curve speed control To prevent uncomfortable cornering behavior the maximum
lateral acceleration is limited by the paramedgf max. The corresponding maximum
longitudinal velocityiong max, given the vehicle’s yaw ratg, is then computed by:

Aat, max
Mongmax= |———

: 7.7
" (7.7)
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e Target tracking in curvesin addition, an environment sensor is not always able to
track objects in sharp curves due to the limited azimutheafiihe sensor. The curve
radiusReynve is estimated by

Viong

(4

When the sensor loses a target in a curve with a rafiuse < Reurve min, the con-
troller is set to maintain the current vehicle speggy, in order to prevent potentially
dangerous acceleration in the curve. This mode is disabldaisensor detects a
target vehicle again or the corner radius becomes largaRhae min-

urve —

: (7.8)

e Stop-and-go controlThe control laws (7.2) and (7.3) are not adequate for stap-a
go situations, since the controller’s objective is to eyasach the desired headway.
Uncomfortable braking behavior during stop-and-go situret may occur using (7.3),
in case the host vehicle stops too early behind a stoppeeltteedicle. On standstill,
control law (7.2) will cause the vehicle to shortly accetleragain to correct the small
remaining distance error. Vice versa, use of (7.2) will alaase the vehicle to ac-
celerate as soon as the vehicle in front accelerates. Aiticared mode is therefore
introduced to handle these situations, using a tolerancth®mlistance errogy at
standstill and a hysteresis on the response to accelerdttbe preceding vehicle.

7.1.3 String stability considerations for longitudinal cantrol

As discussed in Chapter 2, string stability is an importaqguirement for safety, perfor-
mance, and comfort of longitudinal control systems. Althlofior adaptive feedback gains
K1 andKy, a linear stability analysis is not necessarily true, it el be useful for many
practical cases, where the distance errors from the opgratiint are small [269]. Using a
similar approach as in Example 2.2 we will investigate thiagtstability for several types of
controllers of the form (7.1). Implementation of the linead controller for a steady-state
condition leads to the spacing error transfer function fepmto g:

_ E(G _ Kos+Kjz
HO=E L ~ T+ (ke + Kty

(7.9)

Analysis of the magnitudH (jw) of this transfer function, and requiring this to be lesaitha
1, reveals that, after simplification, we should have

2
(Ko +Kitn)? w? + (Kl —wz) > K2w2+K2. (7.10)

After neglecting higher order terms, and assuming that 0O, this leads to the following
requirement to guarantee string stability:

2—Kqt?2
> 2

K
2 21,

(7.11)
This implies that the time headwayshould be large enough to guarantee string stability,
sinceK; andK; are limited for practical reasons. Figure 7.6 illustratés tequirement,
where plot (a) shows string-stable behaviortfor 2 s and (b) string-unstable behavior for
th=0.5s.
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ACC, fixed settings foK; =0.17,K, =0.7,ty =2
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Figure 7.6: String stability analysis for ACC control law.{J with (a) , = 2's (string-
stable), and (b)4= 0.5 s(string-unstable).
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Unfortunately, in practice, the actuator dynamics of vishiexhibit a time lagr in the
realization ofayef, such that

T8 +8j = ef,j- (7.12)
The corresponding string stability transfer function thecomes:
Kos+Kq
H(s) = . 7.13
s 73+ +(Ky +Kyth)s+Ky ( )

It can be shown [197] that the magnitudégjw) is always less than or equal to unity at all
frequencies if and only if:
th > 27. (7.14)

However, in practice the inherent time delay in acquirind @nocessing the sensor
signals decreases the string stability even further [1%Bjing a time lag on the realized
acceleration, as well as a time detaya.yin the sensor processing, we will derive the transfer
function for the spacing error propagation between twoalebi Usinge 'eaX(s) as the
Laplace transform for a time delayed signél-tgelay), this leads to the transfer function

~th7S® —ths® 2Ky S

H(s)=1+ . 7.15
© thrSS+ths2 + (tthe_tde'aYs —thtgela1 +tﬁK1) s+ Kty ( )
Requiring|H (jw)| to be smaller than 1, leads to the necessary condition:
12Ky +2thKp — 2
t h T 2 7.16
delay < 2Ky ( )

This means that for small values of the desired headwaytirany time delaygeay Will
further decrease the capability of any ACC algorithm of $yeet(7.1) to provide string-
stable car-following behavior.

Furthermore, for large errors resulting from challengingneuvers, a linear stability
analysis will not be valid anymore. In that case the contalfiguration may indeed become
string-unstable, even if the conditions (7.11), (7.14Y] én16) are met. Since we would
like to validate the overall level of string stability, aralitlentify the stability boundaries in
the parameter set, an analytical solution using lineailgta@nalysis is not possible.

7.2 Cooperative vehicle control

Although the ACC control system described in the previougise is able to provide a
satisfactory performance in common driving situations ohthe main drawbacks is that
current environment sensors have a maximum range of arddoh2which is insufficient
to detect traffic jams or other potential danger further dh&aaddition, the controller only
reacts to the directly preceding vehicle that is sensed &éyetivironment sensor, whereas
potential targets may be blocked by road infrastructuretioerovehicles. Furthermore, the
sensor can only distinguish a maximum amount of vehicled,aiten returns unreliable
signals to the controller, due to multi-path reflectionsather conditions, and sensor noise.
Moreover, safety considerations and the need for strirgl#jeimposes restrictions on the
time headway maintained by the ACC, as was shown in the pus\dection. Usually, the
minimum possible time headway of ACC is around 1.5s. Howeavean be shown that
ACC with such a large time headway would have a negative itnpadraffic throughput
with future higher market penetration levels [247].
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7.2.1 Added value of vehicle-to-vehicle communication

ACC could therefore be greatly enhanced when the field-ef»\of the sensorial platform
is extended to include information from other precedingiclels. This can be achieved
by implementation of vehicle-to-vehicle communicationV@), as was demonstrated in
Chapter 3. Several authors (seg, [87, 154]) have therefore investigated an extension of
ACC systems to cooperative adaptive cruise control (CAGG)esns. In CACC systems
the inter-vehicle distance is accurately estimated usM@ \dnd environment sensors. The
advantage of CACC, compared to ACC, is that it has an incteesgetrol bandwidth and
dependability. This improves string stability, which irrduhas a positive effect on road
capacity and traffic safety.

Furthermore, CACC systems are expected to improve traffie #od increase road
capacity, since the increased control bandwidth and sstegjlity allows to maintain a time
headway of only 0.5 s. However, more detailed simulationgdyAremet al. [9] show that
the extent of this improvement depends heavily on the tréiffie conditions of the specific
road section and the penetration level of CACC. Practicplieations of CACC have only
been tested in limited demonstrator setups using two vehard current control algorithms
do not take into account traffic disturbances beyond thectiyrereceding vehicle. CACC
systems addressing multiple vehicles further ahead havdeen studied in depth, due
to the high necessary penetration level of vehicles equipgth VVC. The objective of
this chapter is therefore to develop and demonstrate arriexgretal CACC system, which
combines the ACC function with a cooperative system thatdaaultiple vehicles ahead.
This system is based on the fault-tolerant estimation sehfemthe host vehicle state and
the relative motion that was developed in Chapter 3. Thidit@es accurate and reliable
car-following with a time headway of only 0.5s.

7.2.2 An algorithm for cooperative adaptive cruise control

A control law for CACC can be designed similar to (7.2)-(7 .Bpwever, the main advan-

tage of cooperative control is that more information is El@ée, such as the acceleration of
the preceding vehicle. Using VVC, the acceleration of thecpding vehicle -1 (which

is difficult to estimate with only an environment sensor) b@ncommunicated to the host
vehiclei. With information on the acceleratiag-1, as well as more reliable estimates for
the range and range rate, the ACC control law (7.2)-(7.3beamodified to

Aref caccthy = Ksai-1+Kovpi+Ky (Xr,i — Xref, max i) ) (7.17)
Aref cacchri = Kzai-1+Kovri+Ky (Xr,i — Xref, min,i) ) (7.18)
(7.19)

where agairK;, Ky, andKs are positive adaptive feedback gaikg = fl(Vi,Xni,Xref,i),
Ko =f2(Vi,Xref,i), and Kz =f3(Vi,Xref,i). The availability of an acceleration signal in the
feedback control law provides an opportunity to react fastemergency braking of a pre-
ceding vehicle. In addition, the higher reliability of thigrsal allows to maintain a shorter
time headway to preceding vehicles, as well as a strindesgasformance.

In Chapter 2 it was argued that human drivers exhibit multiefpative car-following
behavior with respect ta preceding vehicles, usually withhequal to 2 or 3, see (2.35).
In order to use (7.17)-(7.18) with respect to multiple priog vehicles, we include multi-
anticipative behavior of drivers by considering the neagssleceleratiomye with respect
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Vehicle-to-vehicle communication
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Figure 7.7: Configuration of four CACC-equipped vehicles icar-following scenario.

to all n preceding vehicles, as illustrated in in Figure 7.7. Thaidethat the host vehicle
i should not only keep a distanggy, i-1 to vehiclei —1, but also a distancees; j-j to the
otherj target vehicles:

Xrefii-j = thVi + jso+ (] — 1)L ;. (7.20)

This equation states that the desired distance to precedimnigles is equal to the conven-
tional headwaynv» plus a safety margisy and vehicle lengtih  for each vehiclg further
ahead.

Correspondingly, the CACC system computes a desired aatielea,t;-j with respect
to each preceding vehiclg according to (7.20). The desired acceleratigito be tracked
by the vehicle’s lower-level controller is then calculatgdaking the minimum of akbyef;-
for all j preceding vehicles

Qref = MiN@yef -1, - - -, Aref,1)- (7.21)

7.2.3 Hybrid automaton for CACC

In order to combine the various controllers presented ig $leiction, we implement them
in a hybrid automaton, as depicted in Figure 7.8. This alltmdesign and fine-tune each
controller for a specific mode of operation. The switchingi¢as included in a supervisor,
which also includes a fault management system to detecsafate faults, as was presented
in Chapter 3. In this way, graceful degradation of contraldiions in the presence of a fault
in the environment sensor can be distinguished. For exanvplen the communication fails
(fcomm= 1), the cooperative control algorithm (7.17)-(7.21) cagrhde to a conventional
ACC using (7.2)-(7.5). Vice versa, when the environmenseefails (fjigar = 1), the system
can use the communication to obtain a pseudo-range measotramd use (7.17)-(7.21),
though with a larger time headwsyto accommodate the less accurate inter-vehicle motion
estimation.

The setpoint foByer acc, th andarer acc,br that is given by the active mode of Figure 7.8
is fed to the actuator control of the vehicle. For the deegien control by the brakes and
the acceleration control by the throttle, an adaptive feedérd algorithm is used, based on
an approximation of the inverse vehicle dynamics, inclgdingine, brake, and gearbox dy-
namics. In addition, feedback of the acceleration signdkesimple Pl controller realize the
desired acceleratioae accurately. The supervisor switches between engine hyaiiad
additional braking to prevent simultaneous activationtwbttle and brake. Furthermore,
any additional driver input at the throttle pedak, (> 0) or brake pedals, > 0) should
always overrule the control commands generated by theaaigorithms. Therefore, the
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Figure 7.8: Hybrid automaton with the modes and transitibaveen cruise control, adap-
tive cruise control (ACC), and cooperative adaptive crusatrol (CACC).

resetAND i

Sr=0

Brake Throttle
overrule, overrule,
Standby Standby

Figure 7.9: Hybrid automaton for the lower level control,p#nding on the driver input.

supervisor also includes a hybrid automaton for the loweell controller, as depicted in
Figure 7.9. This system also handles driver inputs that menghrough a control lever:
Theon switch activates on the CACC system and sets the currentitelas the desired
cruise control velocityyer cc. Conversely, theff switch disables the system. When the
system is on, theetandresetswitches allow the driver to increase and decregage.c,
respectively. When the system is in standby (due to a termptheottle or brake overrule
condition), thesetandresetcan be used to set a new cruise control velocity or resume the
old referencerer cc, respectively.

The integration of several controllers into a switched exystreates a very complex
system. Even if all control algorithms separately providgtadble behavior, stability of the
switched system cannot be guaranteed [200]. The contrEmsytherefore needs to be val-
idated not only for the separate states, but especialiyhfswitching between those states.
Since stability of a complex hybrid system is difficult to pedn practice, string stability of
the switched system will be validated using the randomipgat@ach of Algorithm 5.7.
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Table 7.1: Car-following scenario parameters for validatiof the CACC algorithm.

Parameter Unit| Distribution 1 0,s,S Min. Max.
vr(0) m/s | Normal -0.25 168 -10 10
Av = Vief/Vo  — Laplace 103 009 08 12
log (x-(O m R 336 |037 118 1 5
vog( o mjs | Blanatenormal g ;3 [1.18 1437} 20 40
amax m/s’ | Log-normal 044 Q17 05 4
treac S Log-normal -0.31 016 01 3

7.3 Definition of the validation objectives

The main validation objective for CACC is to test whetherskistem provides string-stable
behavior, which is beneficial for both driver comfort andedgf In addition, fault tolerance
is validated by analyzing the extent to which the supervisaable to provide graceful
degradation of control functions in the presence of sens@ommunication faults. The
driving comfort will be evaluated by comparing the conteoliesponse to a human driver,
which is modeled according to the Gipps model (2.36) of payge 3

With respect to the dependability of the system, we reqtnesfault tolerance of the
systempe- to be at least 0.999.e., the desired maximum probability for failugeis 1073,
Since dependability is a stringent requirement, and thigoredability p is most probably a
very low value, we would like to validate these measures withaximum error of=10 %,
which means that the relative accuracy is set at0.1. Usually a 99 % confidence interval
is required, such that we set the confidence paramete0.01.

7.4 Definition of the parameter set

These validation criteria should be evaluated for a reptasige set of operating conditions.
Since CACC is concerned with longitudinal vehicle contved, consider single-lane traffic
with the statistical distribution and scenario parametasswvas investigated in Chapter 2.
This concerns free-flow, car-following, cut-in, cut-ouppaoach, separate, and lane-change
subscenarios. Table 7.1 summarizes the scenario paranoétitre car-following subsce-
nario for the sensitivity analysis (Steps 4 and 6 in Algorith.7).

Disturbances in terms of model uncertaiyare taken into account, where the relevant
uncertainties); are related to the vehicle mass, the temporal behavior ofitivetrain,
and the tire dynamics. This uncertainty is grouped in thesttainty on the actuator time
lag 7. Additional disturbances caused by measurement noiseakes tinto account by
adequate sensor modeling. Similarly, in Section 2.5 we ltrrdified several failure modes
in the environment sensor, GPS, and VVC, which are modeldiieely as complete, but
intermittent, failures.
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7.5 PreScan trend study

7.5.1 Modeling of cooperative vehicle control

The control system that was presented in Section 7.2 isedigsing MTLAB /SIMULINK

with blocksets from the MTLAB toolbox CACCIib, which was developed within the frame-
work of this thesis to support the design of ADAS controllefthe supervisor that was
depicted in Figures 7.8 and 7.9 is implemented usingr M\B /STATEFLOW. The CACC
algorithm uses a time headwhy= 0.5s. The integrated model is implemented in the mod-
eling environment PreScan, which also supplies sensor iméatethe lidar sensor, vehicle
dynamics models from BvANCE, and modules for simulation of GPS and VVC. The traffic
environment is animated using PreScan’s 3D visualizatdtware.

7.5.2 Definition of a test schedule for sensitivity analysis

Following the methodology of Chapter 5, the sensitivity o performance measures to
various combinations of scenario parameters is first asdéssperforming an initial simu-
lation study, based on design of experiments theory. Ferpghipose a fractional factorial
design is constructed using theAvLAB Statistics toolbox, using the minimum, mean, and
maximum values from Table 7.1. A PreScan simulation is runefich of the selected
points.

7.5.3 Simulation results

The sensitivity analysis was carried out with 280 simulatiadle-lane scenarios, by which
a preliminary analysis of the performance of the CACC alfponi can be done. Here we
restrict the discussion of the simulation results to thdyaismof the effect of the disturbance
7 on the performance of the CACC algorithm. The reader is refeto [241] for more
information on the simulation setup and the simulation ltesurigure 7.10(a) shows the
performance of the CACC algorithm for a car-following andvgldown maneuver of four
vehicles equipped with CACC, each with a time headway of @adwithT = A7 =0.1s.
Compared to the similar scenario of Figure 7.6(b), it candenghat the feedback of the
acceleration signal has a positive impact on string stgbilAs soon as the lead vehicle
makes an emergency braking maneuver, all following vehimact. Figure 7.10(b) shows
the same scenario with= A9 =0.5s. It can be seen that the behavior is more or less similar.
Next, the effect of the minimum, mean, and maximum (not shiowfigure) value for
this disturbances on the CACC performance can be investigéthis is often carried out
by the analysis of variance (often abbreviated as ANOVA)iclireflects the statistical
significance of the sensitivity of each parameter. Basecherahalysis of variance it can
be determined which scenario parameters, disturbancdsfadure modes have a statis-
tically significant effect on the performance measures. eMorportantly, the analysis of
variance can reveal interaction between the parameteisséhsitivity analysis is the topic
of ongoing research, but considering the preliminary testils concluded that this model
uncertainty can be neglected. Furthermore, it was showmtbasurement noise and sen-
sor faults did not influence the simulation results. Thisgasis that the fault management
system of Chapter 3 performs adequately, although thisldstill be validated in practice.
Based on the sensitivity analysis, the dimension of therpatar set© can be reduced
by leaving out parameters or parameter combinations teat@trconsidered to be relevant.
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Figure 7.11: Schematic representation of the closed-latlV/ setup for the CACC system.
The inputs from the GPS and VVC are emulated from the re&-gimulation environment,
whereas the relative motion for the lidar sensor is emuldtgthe moving bases.

Furthermore, irrelevant subspacesdtan be neglected, which further decreases the num-
ber of possible interactions between different compongnis the experimental design.
These preliminary results can also be used to construcpamse surface that serves as the
importance sampling PDF for the first sequence of the sinoulatudy.

7.6 Sensitivity analysis with VeHIL experiments

The experimental setup of the CACC tests in VeHIL is shownigufe 7.1 on page 158,
where one of the Smart vehicles is mounted on the chassis dym® surrounding traffic
environmentis emulated by the two moving bases, and cantbetdd by the on-board lidar
sensor. Other vehicles are only present in the simulatisiv@mment, and their stat& is
available to the host vehicle by VVC. This communicationwsxn the host vehicle and
each of the target vehicles, as well as GPS information, isi&ed by a wired connection
between the host and the traffic simulation, as schematishdiwn in Figure 7.11.

A suitable VeHIL schedule is defined by the relevant pointthim fractional factorial
design. The results can then be compared to those of theationd, such that the model
uncertainty can be reduced, according to the methodolagyihs presented in Chapter 5.

Figure 7.12 gives an example of these VEHIL tests, where @ Gequipped Smart
demonstrator vehicle is driving on the chassis dyno at 8Gkrt/is following three pre-
ceding vehicles, two of which are represented by moving$asel one emulated by the
multi-agent real-time simulator. Suddenly the lead vehinbkes an emergency brake ma-
neuver due to an oncoming traffic jam and slows down to 30 kénéhcan be seen from the
test results, the host vehicle follows quickly and also slaewn to 30 km/h. Note that the
velocity drop from 80 km/h to 30 km/h was chosen to accommmtte maximum moving
base velocity of 50 km/h. When a stable string of vehiclestdessn reached at 30 km/h, the
lead vehicle stops, and the test is finished.

These type of VeHIL experiments are carried out for a limitesnber of parameter
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Figure 7.12: Test results for an approach scenario in VeHIthwhe CACC system.

variations to identify the sensitivity of the CACC systenvésious disturbances when using
the actual hardware. Similar to the PreScan simulatioredysis of these VeHIL tests are
the topic of ongoing research. Nevertheless, using pretinyiresults from these VEHIL
experiments insight in the behavior of the controller carob&ined. Subsequently, the
control feedback gains can be fine-tuned to obtain an adequatsafe following behavior.
In the next validation phase this controller is tested wétt trives, as discussed next.

7.7 Test drives with the CACC system

The CACC system is tested with four vehicles on the ATP prgground in Papenburg,
Germany. Each vehicleis equipped with satellite navigation, VVC, and the faolietant
estimation scheme of Chapter 3 to estimate its vehicle $tatnd the relative motiokix;

of other vehicleg Zi. Furthermore, all vehicles were equipped with the CACC aigm
(7.17)-(7.21), except for the manually driven lead vehiclé photograph of the test setup
is shown in Figure 7.2 on page 158.

The test drives are meant to confirm and improve the results the PreScan simula-
tions and VeHIL experiments that were carried out earlidre Test schedule is therefore
defined according to the critical points in the fractionaitéaial design, complemented
with several other interesting scenarios that appeared teebessary for sensitivity analy-
sis. The tests were executed on the high speed oval of théngrground, where each test
run included approach, car-following, cut-in, cut-outdachange, and emergency braking
maneuvers. To validate the added value of CACC over cormegitACC, these tests were
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carried both with the ACC algorithm (7.2)-(7.5) and the CA&IGorithm (7.17)-(7.21).

For the ease of comparison with the VeHIL and PreScan resudtpresent the test drive
results for the car-following and emergency braking maeedrom 80 km/h to standstill.
The evaluation is based on the performance measures medtiorFigure 7.3. Figure
7.13(a) shows the test results for an emergency brake tiest the ACC control algorithm
(7.2)-(7.3) in every vehicle. The most important obsensais that the ACC controller is
not string-stable. As can be seen in Figure 7.13(a), tharspacrore, between subsequent
vehicles decreases to the rear of the string, similar toithat®n in Figure 7.6(b). Near the
end of maneuver, vehicle 3 even has to make a manual evasiveuver to avoid an actual
collision. Furthermore, the deceleration levels resulineomfortable behavior.

Similarly, the results for the same scenario with the CACgbethm (7.21) are shown
in Figure 7.13(b). Because of the direct communication betwall vehicles in the string,
the vehicles react earlier on disturbances. Subsequémlyesponse time for each vehicle
in the string is significantly shorter, as can be seen fromattteator control in the bottom
subplots of both figures. This results in significantly iraged string stability as can be seen
from the increased spacing, similar to Figure 7.10. Siryildine control effort in terms of
the RMS value of the actuator pedal positions is lower for@#CC algorithm than for
the ACC algorithm. Furthermore, compared to the ACC colgrothe RMS value of the
acceleration has decreased, resulting in improved comfort

During the test drives the fault-tolerant state estimasigstem proved to work adequate
with respect to the vehicle state estimation of each vehidlee sensor fusion between
environment sensing and information from vehicle-to-eEhcommunication also worked
properly, but occasionally false and missed alarms did patue to the preliminary set-
tings of the sensor fusion system. The required fault-tolee of 0.999 was therefore not
obtained, but ongoing research is focussed on fine-tuniagsémsor fusion system, and
subsequent improvement of the dependability.

7.8 Summary

This chapter has presented and demonstrated a coopedptv@ cruise control (CACC)
system. This system requires state estimation of indiviektsicles, combined with vehicle-
to-vehicle communication and an environment sensor. Tystem is able to extend the
field-of-view beyond the directly preceding vehicle andvpdes increased performance,
safety, and string stability with respect to convention@@algorithms. In addition, the
redundancy in state estimation enables fault-tolerargitadinal control in case of sensor
faults or communication outage. The performance of thigitmdinal vehicle control sys-
tem for CACC has been partly validated according to the gridiséic validation methodol-
ogy that was presented in Chapter 5. Test drives on a provimgng have confirmed that
the use of vehicle-to-vehicle communication allows sigaifitly better performance due to
a faster response to disturbances of vehicles in front.

Ongoing research focusses on completing the validatioogohare using the adaptive
importance sampling strategy for the PreScan simulatiand,providing an efficient test
schedule for future VeHIL testing. Subsequently, the ddpéility of the control system
can be validated by investigating the false and missed alates during a field-operational
test. In addition, more sophisticated cooperative cortigibrithms are under development
for enhanced string stability and more naturalistic cadlefeing behavior.
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Chapter 8

Case study: Validation of a
pre-crash system

Although advanced driver assistance systems (ADASS) levpdtential to improve traffic
safety significantly, as shown in the previous two chaptessevery traffic accident can be
prevented. Instead of relying @ctiveandpassivesafety systems separately in case of a
crashjntegrated safetgystems can contribute to a further improvement in passesadgety.
As was discussed earlier in Section 2.1.3, pre-crash sgqte@Ss) are therefore developed
that use environment sensing to improve the effectivenegsssive safety restraints by
activating them before a collision occurs. A schematicespntation of a PCS is given in
Figure 8.1.

The objective of this chapter is to adapt and demonstrateE#eS development process
for PCSs. Section 8.1 starts with an overview of the subs#qlesign and validation phases
for PCSs. The necessary modification of the vehicle hardwwatiee-loop (VeHIL) concept
to address the challenges of pre-crash testing is presensttion 8.2. Using an accident
study, relevant pre-crash scenarios are identified in @e&i3. A suitable PCS to address
these scenarios is developed in Section 8.4. Section &fyhdiscusses the development of
a simulation model and results of model validation in VeHlsing input from the accident
study, appropriate VeHIL test scenarios for the validatibthis PCS are defined in Section
8.6. Corresponding test results are presented in Sectibn 8. Section 8.8 the benefit
of PCSs is assessed with MADYMO simulations, which completntiee methodological
framework. Finally, Section 8.9 concludes the chapter.

Signal acquisition Signal processing Passive or active safety systems
. Crash alert H - hi
Environment |y Muman-machine
™~ ;
sensors [ pi?gn:;izrs interface
Actuator
Sensor Sensor Crash P ontrol ) Reversible
data fusion prediction . restraints
algorithms
Vehicle dynamics ) Irreversible
sensors " restraints

Figure 8.1: Schematic representation of a pre-crash system

179



180 8 Case study: Validation of a pre-crash system (PCS)

Step  Description Section
1. Validation objectives 8.1
'\gggmg 2. Parameter set definition 8.3, 8.6
1. Validation Testdrives | g System 4. System modeling 8.5
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Figure 8.2: Schematic representation of the methodolddreanework for validation of
pre-crash systems, including the use specific tools, sudiARBYMO simulations, crash
lab, and sled tests. The steps that are investigated in th& €Se study are shaded dark

grey.

8.1 Tools and methods in the design and validation of PCSs

PCSs araafety-criticalsystems that require a high level of performance and deditga
for a wide range of (near-)collision situations. Unnecess@ployment of safety restraints
could be very dangerous for the vehicle occupants. Falsmalshould therefore be mini-
mized to the levels defined in Chapter 2. Unfortunately, vighd trials it may take a very
long time to encounter a representative set of scenariosoaniotain a reliable estimate of
the dependability of the system. Testing a PCS for missaanalés equally impractical,
since an actual collision would be necessary to reprodwcefikrating conditions. Because
of the problems involved with testing PCSs on the road, elepre-crash scenarios are
often reproduced using crash tests with foam dummy vehjt@g]. However, these tests
are not repeatable and lack accurate ground truth knowleddfge position and velocity of
the vehicles involved in the test [35]. As an alternativastrtests can be performed in a
crash lab, but these are limited, due to the testing effalt@ntotype costs. Furthermore,
similar to the Euro-NCAP tests for passive safety, thereisexd for guidelines on assessing
the benefit of PCSs. The objective of this chapter is theedfbadapt the tools and methods
presented in Chapters 4 and 5 for the development of PCSkjsisaited by Figure 8.2.

8.1.1 Definition of the validation objectives

The development process starts with the definition of usprirements, which will be used
for the validation of the final system. The main requirementsf PCS is that it provides a
benefit in terms of injury mitigation. On functional leveighmeans a timely, accurate, and
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appropriate deployment of pre-crash safety restraintaceSPCSs are inherently safety-
critical systems, the dependability requirements are ewere stringent than for driver

warning and longitudinal control systems. The system muxisibé robust behavior, such

that these requirements are met in a variety of operatinditions, weather conditions, and
(near-)crash scenarios. We should therefore define thengtéeaset.

8.1.2 Definition of the parameter set

An overview of relevant crash scenarios can be obtained biysis of accident statistics.

Relevant scenarios take into account the severity, as welafrequency, of the accident
scenarios. Crash parameters, such as impact speed, img#stand offset, vary through a
wide range. Furthermore, the pre-crash position of theediivhis seat, as well as any belt
slack, are disturbances that have an important effect opetfermance of the PCS.

8.1.3 Pre-crash system design

The first step in the design phase is to specify safety ressrihiat are supposed to provide
a significant benefit for the selected scenarios. Specificaif optimum timing settings

of the restraint activation is crucial in this phase. Howea® important disadvantage of
reversible actions, such as belt pretensioners, is thévwaialong activation time of the
electric motors (as opposed to conventional pyrotechmiicds). Therefore, reversible
safety measures should be activabedorethe crash, based on accurate information on the
pre-crash scenario.

8.1.4 System modeling

Simulation plays an important role in the specification aedigh of a PCS. The software
package MADYMO (acronym for Mathematical Dynamic Model$b7] is used for effi-
cient design and optimization of the crash safety perfoaaf vehicles. A main appli-
cation area is the development and integration of restsgistems, such as seat belts and
airbags. In the design phase a MADYMO trend study can proadiaitial estimate for the
required trigger time of the belt pretensioner. Thesedhitigger values are then used in the
pre-crash controller that estimates the collision proliiglEnd controls the safety actions
when the probability is higher than a certain threshold.

The estimation of the collision probability places stringeequirements on the accu-
racy and the update rate of the sensorial platform. In agidispecifications for the sensor
post-processing algorithms are drawn up, regarding olestiatection rate, obstacle classi-
fication rate, tracking accuracy, path prediction, andahessessment capability. An im-
portant design tool for these design aspects is the sirmulativironment PreScan, which is
useful for optimization of the type, positioning, and sfieations of pre-crash environment
sensors.

In parallel to the specification of the actuators and sensbesbasic operation of the
pre-crash decision algorithm must be defined. Its task isctivede a trigger when the
sensor monitors an object within a certain predefined raRgeScan simulations are very
useful for algorithm development, since complex and safeitycal traffic scenarios can be
simulated, with no limitations regarding the number offtcaparticipants, closing speed,
and vehicle dynamics. A trend study in PreScan is performetthis phase to test the
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Figure 8.3: Pre-crash test sequence for a head-on collisicenario in VeHIL.

functional performance for various conditions and ingste the effect of crash parameters
and disturbances.

8.1.5 System construction, integration, and verification

After the hardware components are selected, a first conéépt integrated system can be
designed. The performance of the individual componentaldhue verified to check their
conformance to the specification. For example, the prehadasision algorithm requires
verification of the braking and steering capabilities of edicle in order to estimate the
crash probability. Furthermore, the environment sensoulshbe verified to provide an ac-
curate and reliable measurement of the relative motionémtveensor and obstacle sensor
(i.e., range, range rate, relative acceleration, and azimutkeanginally, MADYMO sim-
ulations and sled tests can be used in an iterative procesisefwerification and redesign
of safety restraints. After the verification of these systammponents, the integrated PCS
should be verified for electromechanical and software cailitity.

8.1.6 Challenges in system validation

In an iterative process the functional performance anceaystenefit of the PCS must then
be validated, as illustrated in the right-hand side of Feg8i2. A PreScan simulation study
can be performed using the adaptive importance samplifoigee, from which the per-
formance and dependability of the system can be validatedrder to evaluate occupant
injury levels, the vehicle dynamics data obtained from BegSsimulations are used as input
in MADYMO simulations [138]. The technique to link these taionulations will be inves-
tigated in Section 8.8. Similar to Steps 6 to 9 in Algorithrid,3he PreScan-MADYMO
simulation results should be validated with the real harégw@bviously, it is desired to test
the system in representative, but non-destructive, ojpgradbnditions.

8.2 VeHIL testing of PCSs

To overcome the difficulties of testing an integrated PCS ¢esatrack or in a crash lab,
VeHIL simulations provide an alternative approach. Durihg pre-crash experiment the
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Figure 8.4: Overview of moving base trajectory and TTC dagrinhead-on collision sce-
nario.

moving base follows a crash trajectory, such that the sesfdbe vehicle under test (VUT)
recognizes it as a potential target. When the tracking @lgorestimates that a collision

is imminent and unavoidable (considering conventionalaleldynamics), it activates pre-
crash restraints. However, an actual collision is avoidetause the moving base can
achieve a higher centripetal accelerati®gn:than a normal passenger car. It can therefore
make an evasive maneuver at the last moment, while stijeérigg activation of the PCS.
After activation of the pre-crash restraints, the movingebatarts the evasive maneuver
and the test is finished. The vehicle and obstacle statesadirtte instant are used as initial
conditions for the MADYMO simulation study, which will beffilner investigated in Section
8.8. The corresponding test sequence is illustrated inrEigLB.

Figure 8.5: Moving base with radar sensor mounted on the &dsee arrow).
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In case the pre-crash algorithm activates an autonomokisrsystem, the VUT would
decelerate to reduce the crash velocity. In the VeHIL latooyathe simulator calculates the
corresponding relative motidex; and sends position commani@s.r 1 to the moving base
in a closed-loop setup. However, for pre-crash testingmen-loogtest is usually sufficient,
since the test is finished as soon as the VUT reacts. In thattbasmoving base motion
is programmed to follow a pre-defined relative collisiorjecdory. In this way the vehicle
state®x vyt (as measured by the chassis dyno) is not fed back througlintiwesor, such
that the motion of the moving base is unrelated to the motfaheoVUT.

These safety-critical experiments can be performed wighedive velocity up to 50 km/h.
At this velocity the centripetal acceleration of 12 félows the moving base to approach
the VUT very close and start the evasive maneuver at a tinmitision (TTC) of only
trrc &~ 600 ms. Due to the time duration of the evasive maneuvef dsel the delay in the
sensor post-processing, the moving base appears as aldgtiget within the sensor field-
of-view up totrrc =~ 200 ms. Figure 8.4 shows the position and TTC during a prehdest,
where the moving base just misses the VUT by 50 cm. In this ivesypossible to evaluate
a PCS in a realistic, but non-destructive way.

Alternatively, environment sensors and inertial sensars lze installed on a moving
base (see Figure 8.5) that executes a traffic scenario awéré a standard road vehicle,
while another moving base represents a target vehicle.mé#ns reproducing the scenario
with absolute velocities, as was shown in Figure 4.4(c) ogep82, such that a relative
velocity of up to 100 km/h can be obtained. As discussed imthe section, this closing
velocity covers about 95 % of all collision scenarios.

8.3 Accident study and parameter set definition

To identify the relevant scenarios for PreScan simulatams VeHIL testing, an accident
study is performed. The focus of this study is on accidentsliing two vehicles, since
the PCS under consideration is designed for collisions éetwtwo vehicles. The goal
of this study is to obtain a full set of scenarios capable dhkaiding the initial system
specification of a PCS, as well as facilitating a randomizeaikation study on the basis of
accident statistics.

8.3.1 Categorization of relevant scenarios

The selection of relevant scenarios is based on a statistizdysis of vehicle accidents
reported in the 2000 National Automotive Sampling Syste®$N) Crashworthiness Data
System (CDS) [174]. The NASS-CDS is an in-depth databasaafianally representative
sample of US police reported motor vehicle accidents. Tladyais is based on 43 000
accident cases collected in the years 1993-2003. AlthcugNASS-CDS database has
a bias towards moderate to severe accidents, the seledes @@ representative of the 3
million two-vehicle accidents occurring in the US every yg&/3].

The NASS-CDS classifies accidents in over 100 types thatatelithe accident cause,
the pre-crash motion, and the impact location. For systerntegting these accident types
are grouped into a limited set of generic scenarios, baseleosimilarity of the pre-crash
motion from the sensor point of view. For example, the twasae®s ‘head-on’ collision
and ‘sideswipe angle’ are treated as one category, singa¢herash motion is similar (the
target vehicle makes an inadvertent lane-change), buttbalimpact angle is different.
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Figure 8.6: Accident type with (a) occurrence rate; and (bgemge maximum abbreviated
injury scale in the vehicle.

Categorization of the database results in eight generitas®s plus a small number of
‘other’ and ‘unspecified’ scenarios, see Figure 8.6(a).eNbé small percentage of pedes-
trian impacts, due to the fact that the NASS-CDS only consigellisions with injury to
car occupants. However, for two-vehicle crashes the figaresepresentative. When only
two-vehicle crashes with an occurrence rate above 5% argdarned, the four remaining
categories are ‘rear-end with vehicle’, ‘head-on’, ‘turgileft’, and ‘crossing-scenario’, as
illustrated in Figure 8.7. These scenarios cover 72 % ofcalicents reported in the NASS-
CDS and 99 % of all vehicle-to-vehicle collisions.

Since PCSs are meant to increase occupant safety, it is tampdo take into account
the severity of the accident type. Occupant injuries arernonly expressed in seven levels
on the abbreviated injury scale, ranging from zero (no ¥jjtw six (certain fatality). Figure
8.6(b) shows the maximum abbreviated injury scale, averager all cases. It can be seen
that various accident types cause different injury levEblscept for the rear-end collisions,
the selected generic scenarios have relatively high valnglse abbreviated injury scale.

8.3.2 Crash parameters

An important factor in the severity of an accident is the ietpeelocity. This velocity is the
relativemotion at the time of impact, resulting from thbsolutevelocity vectors/; andv,
of both vehicles. Crash parameters are therefore defineddreelative point of viewi.e.,
from the point of view of the pre-crash sensor. As illustdaite Figure 8.7(d), this relative
motion can be expressed in the polar coordinate syqteinas an impact velocityco
and impact angle. In this analysis lateral motion (sliding of the vehicle)dahe impact
location {.e., offset) are not considered.

Figure 8.8(a) shows a polar plotaf, as a function of for all four selected scenarios
together. The impact velocity is expressed in tHegercentile, the 58 percentile (the
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Figure 8.7: Generic impact scenarios identified from the SASDS database.

median), and the 95percentile. Collisions occur over almost 28@ith the impact angle
divided in fractions of 10. In addition, Figure 8.8(b) shows the maximum level on the
abbreviated injury scale as a functionvg§; and¢. This graph shows that the most severe
accidents happen at a smaller angle and higher velocitg.ifrtlies that head-on collisions
would especially benefit from a pre-crash sensor instatiella front of the car. Information
on v ande¢ for the four scenarios separately is provided in Figure &@&. the head-on
and turning-left scenarios, results are provided for bbéhdtriking and the struck vehicle,
since in these cases both cars may benefit from a forwardrAg®CS.

Further analysis of the scenarios shows that the rear-epadhscenario mostly occurs
in longitudinal direction with an average impact speed dk®zh. On the other hand, head-
on collisions have a significantly higher impact velocityttwan average value of about
100km/h, and a wider spread in impact angle. Both Figureb®.84d (c) show similar
crash parameters: a median value around 100 km/hi"g8fcentile around 200 km/h, and
a 5" percentile around 60 km/h.

In crossing scenarios (with the PCS-equipped vehiclelgiinother vehicle in the side)
the impact angle varies frorv0° to 8C0°. The average impact speed is around 60 km/h. The
turning-left scenario shows different crash parameterthftwo cars involved. The vehicle
that drives straight ahead is mostly hit on the left fronedié¢tween Dand 40, whereas the
vehicle turning left is generally hit on the right front sjdeom —-90° to —10°. The average
velocity difference is 80 km/h.

An overview of theserash parameteris given in Table 8.1. In addition, a PCS should
be able to recognize an imminent collision for a wide varidtpre-crastscenario parame-
ters, such as curve radius, velocity profiles, and steering iehdwom this table it follows
that passenger safety is significantly improved by desgaiPCS with a forward-looking
sensor installed in the front of the vehicle, although themes systems under development
that focus on side collisions [162].
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Table 8.1: Overview of crash parameters.

No. Scenario type Impact speed [km/n] Angle [°] | Number of cases [-]
5M 50" 95" | Min Max | Absolute Weighted
1 Rear-end, striking vehicle 20 50 90| -10 10 573 684 000
2a Head-on, struck vehicle 64 104 173| =20 20 330 107 000
2b Head-on, striking vehicle 60 99 165| -20 20 315 122000
3a Turning-left, vehicle going straight 32 69 98 0 40 694 521000
3b Turning-left, vehicle turning 42 73 103| -90 -10 672 495000
4 Crossing scenario, striking vehicle 36 62 90| -70 80 947 777000

8.4 Specification and design of the PCS

The prototype system under consideration is represeatatithe first-generation PCSs that
have recently been offered as an option on series produatioicles [240]. These systems
typically use an existing forward-looking radar or lidanser that is installed for ACC.
The particular radar used in this case study is the most teegsion of the Forewafh
Smart Cruise Control system that Delphi has had in prodndiiece 1999 [40]. The radar
converts real-world objects in front of the vehicle intoaathrgets and tracks those targets
over time, including information on the rangerange rate, azimuth anglep, and other
target attributes. Some relevant specifications are notda@lle 8.2. The corresponding
system configuration is shown in Figure 8.10.

As the radar tracks objects within its zone-of-coveragal-tieme target data is trans-
mitted over the CAN bus to a laptop computer for data collegtihreat assessment, and
display purposes. The pre-crash algorithm determinesiieat level posed by each target
and decides if and when a collision is imminent. Figure 8lilktrates the different steps
of the operation:

1. Screen out non-closing and stationary targets that teeMediicle cannot hit.

2. Determine a set of measure ratings that reflect the prlitdegofor the motion of the
host and target vehicles.

Table 8.2: Specifications of the forward-looking radar eyst

Parameter ACC-2 specification
Range coverage 1 to 150 m (for 18 madar cross-section)
Range resolution 2m (0.80 m range bin)
Range accuracy +2m

Range rate coverage -64 to+32m/s

Range rate accuracy +0.5m/s

Azimuth coverage 1%

Azimuth accuracy +0.3°

Number of tracked targets 15

Acquisition time <03s

Cycle time 100 ms

Sensor size 14Q 70x 100 mm

Operating frequency 76 GHz
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Figure 8.10: Pre-crash prototype system configuration.
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Figure 8.11: Pre-crash decision algorithm.

3. Combine the measure ratings and determine the confidétive decision to deploy
pre-crash restraints.

4. Determine the severity, represented by the predicteddtnelocity.

5. Combine the measure ratings, confidence, and severityhntfinal decision to de-
ploy.

In the current setup, the driver is warned below a TTC of 5s ibyation of the seat
belt. This warning provides the driver the opportunity fotlision avoidance. The system
also activates a brake assist system to help the driver edtheccrash velocity before an
impact. In addition, the vehicle is equipped with revemsiletensioning seat belt retractors
to remove slack from the seat belt, and to bring the occuparts optimal position in case
of an unavoidable crash [39]. This improves the effectigsneaf the airbag and seat belt
restraint systems during collision. The activation time tfeese reversible belt retractors
is set betweeltyrc = 600 ms and;rc = 200 ms. Autonomous activation prior to that time
would be more comfortable, but also increases the prolyabiiia false alarm in the event
that the driver of either the host or target vehicle coullll atioid the collision.

8.5 Generation of a PreScan model of the PCS

In order to validate the pre-crash algorithm, the softwardecis simulated in PreScan,
where the rest of the vehicle, the radar sensor, and thecgrmagnt are simulated. The vir-
tual sensors in PreScan are modeled in such a way that are amiémaction with the virtual

world is permitted. The existing radar model from the PreSitaary was adjusted to emu-
late the hardware radar [238], and sensor data processgjogthims were implemented. In
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Figure 8.13: PreScan simulation results: (a) the reflectmnthe moving base; (b) The
complex demodulated incoming radio frequency signal of/itteal radar (also known as
IQ-data, where 1Q stands for in-phase and quadrature-pheasitecting the fact that the
signal is complex with a real and imaginary part); (c) the eefion intensity in function of
range; and (d) the range in function of time (blue line reenets the simulated results and
red are the experimental results).
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Figure 8.14: VeHIL pre-crash scenarios. The transparentlwady in (a) and (b) depicts
the moving base orientation.

addition, a virtual representation of the VeHIL laboratargs created in PreScan to facili-
tate in the model validation, see Figure 8.12

Figure 8.13(a) provides a simulation result of the reflectbthe moving base during
an approach scenario. The intensity of reflected signaleitep for the different beams of
the radar as function of the rangeVariations in intensity occur due to the fact that adjacent
beams are in a different phase of the frequency modulatitie. simulated radar output is
processed using the implemented data processing algaraksrshown in plots 8.13(b) and
8.13(c).

Validation of the sensor model in PreScan is performed bygaring simulation results
with the VeHIL test results (to be discussed later on) forgame scenario. Figure 8.13(d)
compares the resulting range estimations for a given testasm with the actual VeHIL
data. Note that experimental data are available only fogearelow 50 m. It can be seen
that simulated data correlate quite well with experimedgdh. For further details on the
validation of the PreScan radar model, the reader is reféoréhe paper by Lemmest al.
[145].

8.6 Test schedule selection for pre-crash testing

According to Step 6 of Algorithm 5.7, a limited number of @@l scenarios is used in a
test schedule for VeHIL testing. Figures 8.14(a), (b), é)d (f) successively show the
corresponding test setup in VeHIL for the selected genergegpash scenarios: rear-end,
head-on, turning-left, and crossing accidents. To reerbaise four scenarios, the following
experimental setups are used:

1. The target vehicle (the moving base) drives towards themeequipped host vehicle
(the VUT). This setup allows for the evaluation of the intetgd PCS. The maximum
relative velocityy; is 50 km/h. See the head-on collision scenario in Figure(8)14
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2. The moving base is equipped with the sensor, as shown urd-i8.5, and drives
towards the VUT. Here the performance of the sensor is etedu@n a moving vehi-
cle. Again the maximumy, is 50km/h. See the head-on collision scenario in Figure
8.14(c).

3. The sensor-equipped moving base drives towards anotheéngibase. Both moving
bases can drive at a velocity of up to 50 km/h, resulting in &mamv; of 100 km/h.
See the head-on collision scenario in Figure 8.14(d).

To cover the relevant scenarios and conditions identifi@ehfthe accident study, a wide
range of scenario parameters should be used to test thesyste a reliable outcome. The
selection process is based on the parametea® séefined by Table 8.1 and the sensor speci-
fications of Table 8.2. The resulting set of scenario paramsés reduced to a representative

Table 8.3: Test schedule with initial conditions for pregh tests.

Scenario parameter SymBoIUnitb Rangé Number of tests
Min Max Deploy Non-deploy

Scenario 1: Rear-end 6 8

Host vehicle velocity Vo km/h 322

Target vehicle velocity V1 km/h 0

Relative velocity Vr km/h -483 -10

Acceleration profile host vehicle a, m/s? -7 0

Acceleration profile target vehiclea, m/s -7 0

Distance to target Xr m 24 80

Lateral offset Vr m -2 2

Scenario 2: Head-on 34 22

Host vehicle velocity Vo km/h 20 483

Target vehicle velocity V1 km/h 0 483

Relative velocity Vr km/h -96.6 -32.2

Approach angle 1) ° -10 10

Distance to target Xr m 80 128

Lateral offset Vr m -3.25 2

Curve radius Reuve  m 300 1000

Scenario 3: Turning-left 2 0

Host vehicle velocity Vo km/h 483

Target vehicle velocity V1 km/h 10

Relative velocity Vr km/h  -583

Distance to target Xr m 138

Scenario 4: Crossing 1 2

Host vehicle velocity Vo km/h 468 482

Target vehicle velocity V1 km/h 18 39

Relative velocity Vr km/h -487 -482

Approach angle 1) ° 4.7 14

Distance to target Xr m 70 80

Lateral offset Vr m -14.3 -85

4See Figure 8.14 for an illustration of the parameters.
BFor consistence with the accidentology database the uniefocity is [km/h] instead of the usual S| unit [m/s].
®When no maximum value is given, only the minimum value hastested.
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Table 8.4: Initial conditions for occupant position.

Posture Angle{]*  Slack shoulder belt [mm]
Leaning forward (position 1) 15 100
Leaning forward (position 1) 15 0
Leaning forward (position 2) 30 100
Leaning forward (position 2) 30 0

dapproximate angle; see Figure 8.15 for an indication of thsitipns.

set of 75 tests, as shown in Table 8.3. The focus is on headitisians, since these are
the most critical scenarios that the PCS should handle. ditiad, near-miss scenarios are
executed, in order to test the PCS for its capability to dggtish between a crash (deploy)
and a miss (non-deploy) situation. Some tests are perfotwied to check the repeatability
of the decision by the PCS. Comparison of Tables 8.1 and &®&sthat the test schedule
covers a wide range of the relevant conditions.

Although VeHIL testing is mainly aimed at the validation dfetsensor and decision
algorithms, testing also includes the reversible beltgmgibner. Currently, no anthropo-
morphic test device is available that represents the aatila levels imposed by the belt
pretensioner on the body realistically. Therefore, therafen of the pretensioner is eval-
uated using a crash test dummy and a human driver, as showgureR.15. This figure
also shows the VUT on the chassis dyno and the approach ofdlimgbase. The dummy
is a TNO-10 dummy with an adjusted hip joint to exhibit retidisnotion of the upper body
during belt pretensioning. It has to be noted that no detaiksessment of this device was
made. Instead, the dummy response is compared with themaftibe human driver to val-
idate its representativeness. In order to check whethé?@is able to pull the occupants
to a position outside the airbag’s firing region before theshr(to prevent airbag-inflicted
injuries during the firing phase of the airbag), the condgitn Table 8.4 are considered.

8.7 Sensitivity analysis with VeHIL experiments

The results of the VeHIL pre-crash test schedule will firsillustrated by two examples.
Then, the performance and dependability for all tests weltliscussed.

8.7.1 Head-on collision test

The analysis starts with the head-on collision scenarioigfife 8.14(b), where the host
vehicle drives withv, = 20 km/h and the target vehicle = 28 3 km/h. The resulting relative
velocity of the moving base is48.3km/h. Figure 8.16 shows the resulting path of the
target vehicle, along with the path measured by the radaosert tyrc = 596 ms the
PCS algorithm estimates that a collision cannot be avoidgdare, after which the belt
pretensioner is activated. Subsequently, the test is &disimnd the moving base makes an
evasive maneuver with a centripetal acceleratigsm; of 12 m/€. Figure 8.16 also shows
that the radar track continues towards the VUT after theajepént. This is due to the
fact that the tracking algorithm predicts the target porifor some time after it has left the
sensor field-of-view. Figure 8.17 shows successive vid#e sf the pre-crash test.
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Figure 8.16: Overview of the head-on collision scenario wfufe 8.14(b).

The results in Figure 8.19 also show that during the prehcragneuver the moving
base has a maximum errerof 0.10 m between desired and measured position, and a re-
peatability within 0.03 m between consecutive test runse \idglocity error was verified to
be smaller than 0.1 m/s. This accuracy is within the measainémoise of any automotive
environment sensor. This ground truth data allows to cheggical sensor characteristics,
such as detection range and the field-of-view. From a detedenparison of radar measure-
ments and moving base trajectory, it was verified that tharratkets the specifications of
Table 8.2. The plot also shows the increase of the threalt diewveng the pre-crash maneu-
ver. Att = 15.3 s the moving base is recognized as potential target. Subaty, a warning
isissued at =17.0s. Because the driver does not react, the PCS deploysid&4 s, when
thet;rc crosses the threshold value of 600 ms. Finally, the movirsg lmaakes an evasive
maneuver, resulting in the rapidly changing angleln this way, the performance of the
decision algorithm was validated with respect to the timeds of the driver warning and
restraint activation.
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@ (b) (c)
Figure 8.17: Successive video stills of the head-on coltisést of Figure 8.19: (a) warning

at trrc = 25 (b) deployment of belt pretensioner at¢ = 0.596 msplus start of evasive
maneuver; and (c) predicted impact at¢ = 0s The moving base trajectory is similar to

that in Figure 8.4.

(b)

(©

t=0ms o t=50ms = t=120ms

Figure 8.18: Animation of the MADYMO simulation for the reard collision scenario at
impact (t= 0), at 50 ms and at120 msafter the start of the collision for three different con-
figurations: (a) without pre-crash safety systerb® Km/hcrash); (b) brake assist without
pretensioning results in occupant out-of-position sitoia(35 km/hcrash); (c) brake assist
with pretensioner activatefl00 msbefore crash35 km/hcrash).
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Figure 8.19: Test results for the head-on collision sceoari Figure 8.14(b). From top
to bottom: position error of the moving basgy, range r, anglep, range rater, time-to-
collision t;r¢, and threat level.

8.7.2 Rear-end collision test

Figure 8.20 shows the test results for the rear-end cdllistenario from Figure 8.14(a),
where the host vehicle approaches a standing targetwyith48.3 km/h. The resulting;,

is —48.3km/h. The driver, alerted by the PCS warning, brakes éfsré impact, which
can be seen from the increasevinffromt = 185s onwards. However, the decision algo-
rithm predicts that a collision cannot be avoided, sincergtaive velocity is too high. At
trrc =529 ms the PCS therefore activates the belt pretensiomenp@rison of the results
with Table 8.2 show that the radar meets its specificatiotis avidynamic range accuracy
of £1.5m and range rate accuracy-p0.5m/s. The lidar system (which is not used in the
PCS algorithm, but available for verification purposes) aadightly worse dynamic per-
formance. A detailed comparison of Delphi’s lidar-based etar-based sensor systems is
presented by Widmanet al. [262].

8.7.3 \Validation of the system dependability

Similarly, tests were carried out for other scenario patanseand for the turning-left and
crossing scenarios, corresponding to the test schedulakite B.3. The test results were
then used for validation of the PreScan simulation modedissussed in Section 8.5. Fur-
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Figure 8.20: Test results for the rear-end collision scaaaf Figure 8.14(a).

thermore, a preliminary validation of the PCS algorithm dowide range of scenarios is
performed, and potential problem areas can be identifie@. aldporithm passed 65 out of
the 75 tests, but failed in 8 tests,g, the system did not deploy when it should have (8
missed alarms out of 43 deploy tests), or deployed when itldhwot have (2 false alarms
out of 32 non-deploy tests). This leads to a correct alarmpat of 0.81. The timeliness
of the activation of the belt pretensioner is depicted iruFég3.21, which shows that some
deployment actions occur a little late. After a set of inigaperiments the tracking and
decision algorithms were therefore fine-tuned. In the fieat schedule the system then
passed all tests, activating the belt pretensioner onlynwigeessary and at an appropriate
time.

8.8 Benefit assessment of pre-crash sensing

Apart from validation of the functional performance and eegability of the system, the
safety benefit to the driver must be validated, since the wigjective of a PCS is to mitigate
crash injuries. Analysis of video recordings verified thahw;+c between 400 and 600 ms
the belt retractor effectively positions occupants owtsiek airbag’s firing region before the
imminent crash, such that the driver does not hit the airhagng, but only after inflation.
In all tests the back of the occupant was in contact with oselm the seat rest upon the
calculated moment of impact, as depicted in Figure 8.17 ge 4&5. This was the case for
the TNO-10 dummy and the human driver in both thé &ad the 30 positions, including
those with belt slack. As such, it is expected that the bélaotor increases the occupant’s
survival space, which significantly benefits occupant g5, 178, 202].
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Figure 8.21: Timeliness of the activation of the belt prsiener.

In addition, the test results indicated that with a predefamke assist function applied
2 s before the collision, a reduction in crash velocity ofierd 15 km/h can be reached. At
50 km/h this velocity reduction corresponds to a 50 % reducin the kinetic energy that
has to be dissipated during this particular crash scendrie PCS can therefore obtain
an even further reduction in injury values [146]. It has torntmed that the occupants do
not experience any deceleration during this pre-crashitgallue to the static setup of the
VUT in VeHIL. In reality, this may increase the required tifoe full retraction and affect
the position of the occupant. Volunteer tests that also tateaccount the variance in
occupants, would therefore be required to make a more scesebsment of the actuator
performance, since no anthropomorphic test devices aiiableayet. For more detailed
benefit assessment we therefore present an alternativesagbpr

On the basis of PreScan simulations and VeHIL experimeelsyant crash scenarios
are defined. To evaluate the effectiveness of the pre-cesttamts on passive safety, the
states®y vyt Of the VUT and®q vs of the moving base in VeHIL i = 0s are used
as input for an off-line MADYMO simulation. When simulatisrare performedvith and
withoutthese pre-crash restraints, the benefit of these actiohsegipect to occupant safety
can be evaluated. Figure 8.22 compares several standarg aijteria for the reference
rear-end crash scenario of Figure 8.14(a) at 50 km/h; arsysith brake assist (where the
crash speed is reduced to 35 km/h); and a system where the &salst is combined with
reversible belt pretensioning (as demonstrated in FigL2@)8

Figure 8.18(a) on page 195 shows the animated results foetheence rear-end col-
lision scenario. In Figure 8.18(b), the occupant’s positi® moved forward due to the
deceleration of the vehicle, resulting in a disadvantaggmsition relative to the airbag,
called ‘out-of-position’. At the time instance the airbagfired, the occupant is already
too close to the steering wheel. When inflating, the airb&gthie occupant under the chin,
evoking a negative bending moment of the neck that exceedssitk injury tolerance limit.
Serious injury would therefore be inflicted to the neck, alidated by the FNIC criterion
in Figure 8.22.

By pretensioning the seat belt directly upon the activaditthe brake assist, the forward
motion of the occupant can be reduced significantly, as &tdatin Figure 8.18(c). The



8.9 Summary 199

160 T T T T 1600
Il Reference crash at 50 km/h
140 [ Crash at 35 km/h due to brake assist 1 1400
o 120 [ Brake assist plus belt pretensioning 4 1200
=
Tg 100 1 1000
® 8ot 4 800
)
‘E 60 1 600
40 4 400
20 1 200
0 0
Head Injury Combined 3ms Viscous response Maximum Frontal neck
Criterion thoracic index criterion criterion chest deflection injury criterion
(HIC36) (CTI) (3MS) (VC) (Cimax) (FNIC)

Figure 8.22: Injury criteria for a simulated rear-end cdlbn scenario with and without
pre-crash actions.

reversible belt pretensioner causes a maximum retractithggosition that is even further
backward than the initial seating position. The occuparibnger gets out-of-position and
the injury criteria are reduced correspondingly, as showthk white bar in Figure 8.22.
We therefore conclude that any PCS that activates a bralg asautonomous emergency
braking system, should also activate a belt pretensiorferdéhe crash to prevent out-of-
position of the occupant and subsequent airbag-inflictiedies.

8.9 Summary

This chapter has presented the use of the tools PreScanl,. Mahtl MADYMO for the de-
sign and evaluation of PCSs, and integrated their appdicati the methodological frame-
work that was presented earlier in Chapter 5. After the défimof the validation objectives
and the parameter set using accidentology analysis, a ardgerof accident scenarios can
be simulated in PreScan and MADYMO. Subsequently, sinutatésults can be used to
define and perform VeHIL experiments. In VeHIL, PCSs can lmeately and efficiently
tested for critical scenarios in a non-destructive way.

This design and validation methodology has been demoadtteting a prototype PCS,
consisting of a radar system to detect an imminent collisioxd motorized belt retractors
and a brake assist system to reduce the injury severity.tAtbgdule has been developed,
based on accident data from the NASS-CDS database. Therimsemeluded rear-end,
head-on, turning-left, and crossing scenarios, accogftin99 % of all vehicle-to-vehicle
collisions.

The repeatability and accuracy of VeHIL is within the noisedl of automotive sen-
sors. The moving base trajectory can therefore be regasigband truth, which allowed
to verify that the performance of the radar meets its spatifin. The performance of the
decision algorithm and activation timing was validated dowide variety of scenario pa-
rameters, which resulted in a small amount of false and mist®ms. Furthermore, it
has been verified for all tests that activation at a timeetistion of approximately 600 ms
enables to fully retract the driver from its leaning forwgaskition to a position outside the
airbag’s firing region. The sensor data logged during Vekdi$ts can be used for further
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optimization of the robustness of the obstacle detectigarédhms and decision algorithm.

MADYMO simulations have been used to evaluate the effentigs of PCSs on injury
reduction. It was shown that brake assist in combinatioh bt pretensioning can consid-
erable reduce the impact severity. For further evaluatfdhePCS, test drives are required
to evaluate the system’s dependability in everyday trafficditions. Furthermore, human
body simulations are necessary to further investigate yhem’s effect on injury mitiga-
tion. However, the next steps in the validation (Steps 7n8, &in Algorithm 5.7) can be
performed with a much higher confidence and less risk, sinosiderable insight in the
system performance has already been gained with the tredigstin PreScan, MADYMO,
and VeHIL.



Chapter 9

Conclusions and
recommendations

This thesis has extended and integrated several fields eands into a methodological

framework for the design and validation of advanced drismistance systems (ADASS).
The added value of this methodology has been demonstratbdase studies involving a

driver warning system, a cooperative adaptive cruise obsirstem, and a pre-crash sys-
tem. The main conclusions of this research and the conioitsito the state-of-the-art are
summarized in Section 9.1. A critical review of these cosidos is provided in Section 9.2,

which highlights the limitations of the methodology. Sutpsently, Section 9.3 discusses
ongoing and future research activities to address thesedss

9.1 Conclusions and contributions of this thesis

This section summarizes the conclusions and contributiotige context of the thesis ob-
jectives and research issues that were formulated in Chated that are briefly repeated
here. First, with the increasing complexity of the systerd #s environment, the ADAS
must satisfy increasingly stringent performance and dealeitity requirements for a wide
range of operating conditions. In the second place, dufiegdesign phase of an ADAS,
fault-tolerant control methods are necessary to maintapeddable performance through-
out the parameter set, which is the combined set of scenaraneters, disturbances, and
failure modes. Furthermore, an important aspect of thelatin phase is to accurately re-
produce the conditions under which the control system aperd his emphasizes the need
for new tools in the development process of ADASS. Finalllig process, and more specifi-
cally the validation phase, must be made more efficient, bgiiog a representative subset
of the parameter set with a minimum sufficient number of satiohs and experiments.
The main result of this thesis is therefore that we have dpesl an efficient methodologi-
cal framework and associated tools for model-based desigwalidation of ADASs. This
methodology allows to provide quantitative measures fertérformance and dependabil-
ity of an ADAS with higher accuracy and more confidence thapassible with existing
methods. The main conclusions are discussed in more detaib
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Definition of quantitative requirements and parameter set

The first contribution of this thesis is the development ddugfitative requirements for per-
formance measures, such as stability, driver comfortpgad@d warning timeliness. Fur-
thermore, the often vague definitions for dependabilityurements, such as reliability,
safety, and fault tolerance, have been defined and quantified

A microscopic traffic model, based on field data from intelrigke motion, has been
constructed to provide a representative parameter sehdoADAS-equipped vehicle. In
addition, for the purpose of pre-crash system validatiotistiag accidentology data has
been extended to include pre-crash maneuvers. This parasedtis based on field data
obtained from the NASS-CDS database, and accounts for 99 &4 g€hicle-to-vehicle
collisions. Other elements in the parameter set, such &erdriput, disturbances, and
failure modes, have been defined to support the design aithtrah process of ADASS.

Fault-tolerant state estimation

To maintain a fault-tolerant operation in the presence ogsefaults, Chapter 3 has pre-
sented a new method for fault-tolerant state estimatioteritied Kalman filters are used to
fuse measurements from vehicle state sensors, DGPS, emérd sensors, and vehicle-to-
vehicle communication, in order to obtain reliable statingetion of the host vehicle state
and inter-vehicle motion. In addition, a generalized obsescheme has been designed
to manage faults that may occur in any of these sensors, apbtde an analytically
redundant estimate.

Tools for model-based controller design and validation

Fortunately, faults are rare events, but this also makearid o validate the fault man-
agement system, which is a prerequisite for demonstratieglépendability of the ADAS.
Chapter 4 has therefore presented the unique vehicle hegdwahe-loop (VeHIL) concept
for testing ADASSs, where a real intelligent vehicle is ogeddn a hardware-in-the-loop en-
vironment. VeHIL resolves most of the difficulties assoethivith full-scale prototype tests,
while still having a high level of representativeness, duthe use of real hardware. VeHIL
experiments are performed in an accurate, repeatable,aritbliable manner to create a
representative test environment. It was also demonstiiazd/eHIL has an added value in
several phases of the development process of an ADAS, susénasr verification, rapid
control prototyping, model validation, functional penfieeince validation, fault injection,
and homologation.

The simulated components of VeHIL are based on the multivagjeulation environ-
ment PreScan (Pre-crash Scenario analyzer). PreScarsnaldble simulation of ADASs
in a microscopic traffic simulation, using validated physgensor models in a virtual envi-
ronment.

Due to this model-based control design process, VeHlIL ifatéls the transition from
simulations to outdoor test drives, which are used to evalie system behavior in the real
traffic environment. However, these tests can be perform#danmuch higher confidence
and less risk, when the ADAS has already been thoroughledeist VeHIL. VeHIL is
thereforenot meant to replace simulations and test drives, but to formflcient link
between them. Consequently, the number of iteration loopiseé development process is
reduced, saving time and costs.
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Adaptive importance sampling for efficient validation

For further optimization of the use of PreScan and VeHIL, dhodological framework for
probabilistic validation has been developed, based on aaesomized algorithm for adap-
tive importance sampling. This algorithm provides an ugpmind on a sufficient sample
complexity to obtain guaranteed estimates for the ADASqrerince and dependability,
given a desired accuracy and confidence level. This prabtbiapproach canngirove
that the system has adequate performance and dependabditsever, when we accept a
(small) risk of failure, this probabilistic approaidable to obtain an efficient estimate of the
performance and dependability of the system. Especialypared to conventional grid-
based validation and Monte Carlo simulation, our approadignificantly more efficient
in terms of the number of experiments that is required to inkdadesired level of accu-
racy and confidence. Furthermore, use can be madeydbri information on the system,
thereby emphasizing interesting samples and speedinguwatidation process. Especially
the design of experiments theory can be efficiently usedvesitigate the sensitivity of the
performance measure to particular parameters or comoirsathereof. Critical parameter
combinations are then subsequently emphasized in theatialidprocess.

A major advantage of the methodology is that the sufficiemiga complexity for PreS-
can simulations and VeHIL experiments can be prediet@diori. This allows to allocate
the appropriate time and resources that are required foratligation of a control system.
This is an improvement over the trial-and-error methodsdiha currently used in practice,
and for which the required time and resources can only beoappated beforehand, based
on engineering judgement. In addition, based on the outaointlee simulation study, a
suitable VeHIL test schedule can be derived.

Added value of the methodology to ADAS control system devefoment

The current automotive validation process is largely basettial-and-error methods, which
involves thousands of scenarios to be tested, consumigg &mnounts of man power, test
track capacity, and available budget. The presented metbgidal framework and associ-
ated tools for design and validation of ADASs can therefog®rt car manufacturers and
suppliers of ADASSs in the following phases of the validatfpncess:

e Test preparationThe scenarios to be tested can be selected in a more efficégnt

e Test executianEach test run can be executed in a fast, accurate, flexitderediable
manner, due to the use of dedicated test tools.

e Test analysisMore useful test results are available, because of theshigbcuracy,
availability of ground truth information, and more insighthe test operation.

This added value of the methodology has been demonstrataggdication to three case
studies. Although none of the case studies demongtiasteps of the methodology, every
step is illustrated by at leasheof the cases, as shown by Table 5.3 on page 142. The use
of the methodology has allowed to improve the ADAS contrateyn design and validate
the performance and dependability of these demonstrators.

Chapter 6 has provided the validation of a driver informatmd warning system for
safe speed and safe distance (SASPENCE). Results of thd \éeteriments show that
the reference maneuver module and the warning and intéovesttategies need to be fine-
tuned to further improve the dependability of the system.



204 9 Conclusions and recommendations

Chapter 7 has presented a control algorithm for cooperatlaptive cruise control that
can achieve a string-stable following behavior by usingremment sensing and vehicle-to-
vehicle communication. It is further shown that feedbackhef acceleration of preceding
vehicles enhances the comfort, stability, and safety ofithgitudinal control function. Fur-
thermore, the fault management system provides the céydbibchieve this performance
and dependability, even in the presence of safety-critaire modes.

In Chapter 8 the methodological framework has been adapte@fidation of pre-crash
systems in non-destructive and representative pre-ccastagos. For this purpose the Ve-
HIL concept has been modified, such that a vehicle equippédaypre-crash system can be
approached up to a time-to-collision of approximately 2G0 MADYMO simulations and
VeHIL experiments have demonstrated the safety benefit of-aiash system, consisting
of both a belt pretensioner and a brake assist system.

9.2 Ciritical discussion of the results

The above-mentioned results are subject to several limntgtas discussed in this section.

Careful definition of performance measures

First of all, the definition of evaluation criteria is subjéc discussion and depends on the
type of ADAS and the validation objectives. The definitiondejpendability measures can
easily be misinterpreted, and care should be taken to s#tlecappropriate criteria that
are relevant for the subsystem under consideration. Funtbre, it is still up to the val-
idation engineer to judge whether the outcome of the vatidgirocedure is acceptable.
Although there is a limited possibility for testing agairssibjective criteria, the psycho-
logical elements of driving behavior can better be evalliatea driving simulator or in a
field-operational test.

Limited fault tolerance in case of multiple failures

Unfortunately, fault management systems make the ADASrobsystem even more com-
plex, and thus more difficult to test. Furthermore, althothgfault tolerance has increased,
the current system is still not able to detect multiple fmuFurthermore, it remains diffi-
cult to test the system fall possible failure modes, since unexpected faults may remain
unnoticed in the development process and only appear dapeatation.

Limited suitability of the validation tools

If simulators are to be used to test critical systems thearlgleur confidence in the test
results will be affected by the validity of the simulatiorsed. This raises the issue to what
extent the simulation environment is representative apdatable, since we can only assign
a level of dependability to a controller, when the level opeedability of the test tool is at
least as high.

The validity of the PreScan simulation results stronglyetejs on the model uncer-
tainty. The outcome of the adaptive importance samplingréttyn may therefore differ
from the ‘real’ outcome. By using real hardware, VeHIL tesés reduce this model un-
certainty and provide a validation of the simulation model.an iterative approach, the
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performance and dependability of the ADAS can then be egtithaHowever, care must
still be exercised when interpreting the simulation ressidnd the test engineer should al-
ways verify that the simulation results and the subsequeHil/test schedule make sense.

As was shown in Chapter 4, VeHIL forms a representative t@gr@nment, but there
are limitations for certain scenarios and systems:

e The VeHIL facility might disturb environment sensors, sticht the sensor does not
receive a representative inpetg, ‘ghost’ reflections for radar, or the absence of a
moving environment for camera vision.

e Testing the effect of certain weather conditions (snow,rand ice) is currently not
possible.

¢ Inertial motion is absent, such that accelerometers andgtsensors do not give a
representative signal. In addition, active braking systerili not cause a realistic de-
celeration that results in a forward displacement of thaipaats, as will be relevant
for pre-crash testing.

e There is a limitation to the type of scenarios that can betkist VeHIL. Specifically,
head-on collisions (due to high speed) and side collisidas {o limited floor space),
are difficult to emulate in VeHIL. Furthermore, VeHIL cantat used to test systems
in scenarios with a time-to-collision below 200 ms.

e Scenarios are currently limited to cars only, since slowtwing pedestrians cannot
be emulated by the moving bases.

Careful interpretation of validation results

Although the methodology provides a VeHIL test schedulétha be considered sufficient
from a theoretical viewpoint, in practice this selectionynret be entirely appropriate.
Some VeHIL tests may be impossible to perform. On the othed haxtra tests may have
to be performed based on engineering judgement; to obtadéttarbnsight into the system
operation; to analyze the dependance of performanceiariterthe parameter set; or for
homologation and benchmarking purposes.

Although a confidence interval can be a sufficient assuraoicéhe control designer
concerning the validation of control system performance dependability, it can never
be proventhat the estimated values for dependability will be repméstése of the real-
world experience. The representativeness of the proktbiampling approach directly
depends on the level to which the probabilistic definitiothefunderlying parameter set will
correspond to the real world. Sometimes, probabilistiorimfation for a parametey € O
may be unreliable or not available at all, which limits theled value of the methodology
for that particular parameter, and possibly for the entakdation process.

In practice, the parameter set for a particular driver in gi@aar scenario will always
be different from the parameter set definition that is usedie sampling process. The
outcome of the simulation process must therefore nevertbepireted as theeal value that
the system will achieve in practice for that particular aitan. Nevertheless, provided this
limitation is taken into account, the methodology can giviaidy good interpretation of
whether or not the ADAS operates appropriately fordkerageuser. Moreover, since the
most important requirements are defined in probabilistimsefe.g, reliability, safety), a
probabilistic outcome is more suitable than a determmstiution to the problem.
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9.3 Recommendations for future research

This section summarizes several remaining research isswesnplement the methodolog-
ical framework. In addition, this thesis has revealed soewe directions for future research
that are critical for a successful market penetration of A3A

Carry out system validation and improvement of tools and metods

Within the scope of this project it has not been possible @yapll elements of the val-

idation methodology to a single case study. Instead, thase studies were carried out,
each of which demonstrated some of the phases in the validatocess. A topic for future

research is to apply the methodological framework to th&eevelopment cycle of an

ADAS. This experience will be useful to demonstrate the ddddue and implement any
necessary modifications to the methodology.

In addition, the case studies in this thesis have emphat#iizedalidation process with
respect to investigation of performance measures. Cortipalgdittle results on the volume
of the cleared and non-cleared parameter subsets have esemted. Future validation
projects should therefore investigate the ability of thehrodology to estimate the volume
of these subsets under the influence of model uncertaintptued disturbances and faults.

Furthermore, we have assumed in this thesis more or leseatdmnowledge of the
underlying distribution of the parameter set. However,owd also be relevant to consider
the effect of uncertainty in the multivariate probabilitgresity function on the performance
measures.

The case studies in this thesis have been limited to longidlidupport systems . Exten-
sion of VeHIL with respect to the capability for steering ahd resulting lateral dynamics
should be investigated. This would allow to test ADASSs fdefal assistance, such as lane
departure warning systems, and side collision warning anilance systems. In addition,
the capability of VeHIL should be extended to accommodatigladn relative velocity and
smaller time-to-collision for the purpose of testing prash scenarios.

Increasing knowledge of driver behavior

Appropriate validation criteria must be developed for sghije requirements, such as for
testing driver warning systems. In addition, the scenaataldase should be extended to
multi-lane scenarios, and the corresponding probabigtysity functions modified depend-
ing on the application, location, and driving style. It slkibbe investigated how to link
microscopic vehicle and driver models with macroscopiffir@imulators. Furthermore,
knowledge of driver behavior is useful for tuning of futur®ASs, in order to achieve a
more naturalistic driving behavior. An approach for obiagnthe necessary data is to set
up a field-operational test. In this way the representatigsrof the parameter set can be
increased in terms of scenario modeling and the probabitisstribution of scenario pa-
rameters. An alternative research approach is to inveastayeeal-time connection between
the VeHIL laboratory and a driving simulator, which wouldadfe to run high-fidelity dy-
namical behavioral studies.
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Robustness and fault-tolerant control for complex hybrid ystems

For future safety-critical applications, or even autonasdriving, a more comprehensive
fault management system would be necessary. This systastddimable to handle multiple
simultaneous faults, not only in sensors, but also in actgatnd vehicle components. This
requires extra residual generation modules, but also a suphisticated fault diagnosis.
A first step would be to implement nonlinear systems for fdeliection and fault-tolerant
control. Furthermore, the use of a nonlinear state estimatystem requires to investigate
the observability and reachability for nonlinear stocltgstocesses.

A challenge in this respect is the complexity of future ADA&trol systems, which
typically are hybrid switched systems. These controllees@nnected to other embed-
ded controllers and vehicle subsystems through an in-leehi&twork. The dependability
of these systems cannot be guaranteed with current metbodstust and fault-tolerant
control design. Considerable research effort is therefegeired to develop methods that
are able to increase the dependability of these networkstgsyg. With regard to valida-
tion of these systems, randomized algorithms will be a psorgiapproach that needs to be
investigated.

Probabilistic design of ADAS control systems

In this thesis we have emphasized ttadidation of ADAS control systems by randomized
algorithms, whereas thaesignof the control configuration was considered a given fact. In
order to integrate the design and validation phase of fudongrollers, probabilistic methods
for control synthesis should be investigated, where théesysincertainty is taken into
account by randomized algorithms, as demonstrated by Tetnglo[236].

Standardization of homologation procedures

Since there is a need for homologation procedures for ADAS@Int industry-wide effort
should be started to develop standardized procedures. portant element is a homologa-
tion procedure for pre-crash systems, complementary &tiegi Euro NCAP procedures.
The safety benefit assessment of pre-crash systems nate#isé development of human
body simulation models and crash test procedures. Thetsesuthis thesis provide use-
ful input to these future procedures regarding the defimitd evaluation criteria and the
pre-crash scenario database.

Methods for increasing the market penetration of ADASs

Considering the huge safety potential of ADASSs, a combiffiledtdy the automotive indus-
try, governmental institutions, insurance companies,amsumer organizations should be
set up to increase the market penetration of ADASs. Methoeltaa incentives, mandatory
regulations, and increasing the familiarity of the publithithese systems. An investiga-
tion into the costs and benefits of these methods should sutiodecision-making on
government level and among automotive manufacturers.






Bibliography

[1]

(2]

R. Abou-Jaoude. ACC radar sensor technology, test remeénts, and test solutions.
IEEE Transactions on Intelligent Transportation Syste4{8):115-122, September
2003.

A. Agogino, S. Chao, K. Goebel, S. Alag, B. Cammon, and ang/ Intelligent
diagnosis based on validated and fused data for reliakility safety enhancement
of automated vehicles in an IVHS. UCB-ITS-PRR-98-17, @aiifa PATH, Berke-
ley, CA, USA, 1998. Available at: http://www.path.berkekdu/PATH/Publications/
PDF/PRR/98/PRR-98-17.pdf

[3] A. Agogino, K. Goebel, and S. Alag. Intelligent sensotidation and sensor fu-

[4]

[5]

[6]

[7]

(8]

sion for reliability and safety enhancementin vehicle cointJCB-ITS-PRR-95-40,
California PATH, Berkeley, CA, USA, 1995. Available at: pittwww.path.berkeley.
edu/PATH/Publications/PDF/PRR/95/PRR-95-40.pdf

G. Alessandretti. Collision mitigation and road userstpction: First test results.
In Proceedings of the 13th World Congress on Intelligent TpansSystems and
Services (ITS)London, UK, October 8-12, 2006.

G. Alessandretti, P. Baraud, C. Domsch, and G. Sala. Aopesn activity on pre-
crash application: The CHAMELEON project. Rroceedings of the e-Safety Con-
ference Lyon, France, September 2002.

M. Alonso, P. Garayo, and L. Herran. Functional requiesrts. Deliverable D20.33,
European Commission, IP PReVENT, Subproject SASPENCEsd#ts, Belgium,
November 30, 2004. Available at: http://www.prevent-ig/en/public_documents/
deliverables/d2033_functional_requirements.htm

S. Amberkar, J.G. D’Ambrosio, B.T. Murray, J. WysockindB.J. Czerny. A system-
safety process for by-wire automotive systerS®\E Technical Paper Serie3000-
01-1056:69-74, 2000.

B. van Arem, J.K.H. Carlier, O.J. Gietelink, C.J. van Ween, F. Lilli, C. Lanfranco,
and G. Ghigo. ADAS critical applications and related catiscenario. Deliver-
able D1, Version 1.4, European Commission — GALileo for saté Life Applica-
tion of driver assistaNce in road Transport (GALLANT), Bsets, Belgium, October
23,2002. Available at: http://www.regione.piemont&asporti/prss/biblioteca/dwd/
progetti/veicolo/gallant.pdf

209


http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/98/PRR-98-17.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/98/PRR-98-17.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/95/PRR-95-40.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/95/PRR-95-40.pdf
http://www.prevent-ip.org/en/public_documents/deliverables/d2033_functional_requirements.htm
http://www.prevent-ip.org/en/public_documents/deliverables/d2033_functional_requirements.htm
http://www.regione.piemonte.it/trasporti/prss/biblioteca/dwd/progetti/veicolo/gallant.pdf
http://www.regione.piemonte.it/trasporti/prss/biblioteca/dwd/progetti/veicolo/gallant.pdf

210 Bibliography

[9] B. van Arem, C.J.G. van Driel, and R. Visser. The impactobperative adaptive
cruise control on traffic-flow characteristicBroceedings of the IEEE Transactions
on Intelligent Tranportation Systemni&(4):429-436, December 2006.

[10] J. Arlat, J. Boué, and Y. Crouzet. Validation-basedadepment of dependable sys-
tems.IEEE MICRQ 19(4):66-79, July 1999.

[11] K. Astrém, P. Albertos, M. Blanke, A. Isidori, W. Schaliferger, and R. SanZon-
trol of Complex System$&pringer-Verlag, 2001. ISBN: 1-85233-324-3.

[12] K. Athanasas, C. Bonnet, H. Fritz, C. Scheidler, and @kVVALSE — validation
of safety-related driver assistance systemsPioceedings of the IEEE Intelligent
Vehicles Symposium (IMages 610-615, Columbus, OH, USA, June 9-11, 2003.

[13] R. Bakker, J. Hogema, W. Huiskamp, and Z. Papp. IRVIN telligent Road and
Vehicle test INfrastructure. IRroceedings of the 8th International IEEE Conference
on Intelligent Transportation Systepsages 947-952, Vienna, Austria, September
13-15, 2005.

[14] Z. Bareket, P.S. Fancher, H. Peng, K. Lee, and C.A. Adgathodology for assess-
ing adaptive cruise control behavitlEEE Transactions on Intelligent Transportation
Systems4(3):123 — 131, September 2003.

[15] M. Basseville and I.V. Nikiforov.Detection of Abrupt Changes: Theory and Appli-
cation Prentice Hall, Upper Saddle River, NJ, USA, 1993. ISBN:331P6780-9.

[16] S. Becker, editor. ADAS: Market introduction scenarand proper realisation. De-
liverable D1, RESPONSE 2 — Advanced Driver Assistance &ystérom Introduc-
tion Scenarios towards a Code of Practice for DevelopmentTasting, Cologne,
Germany, January 21, 2004. Available at: http://respatsse2.net/

[17] F. Biral, M. Da Lio, and E. Bertolazzi. Combining safatyargins and user pref-
erences into a driving criterion for optimal control-baseanputation of reference
maneuvers for an ADAS of the next generation Phoceedings of the IEEE Intelli-
gent Vehicles Symposium (I\gages 36—41, Las Vegas, NV, USA, June 6-8 2005.

[18] R. Bishop.Intelligent Vehicle Technology and Trendstech House, Norwood, MA,
USA, 2005. ISBN: 1-58053-911-4.

[19] M. Blanke, R. Izadi-Zamanabadi, S.A. Bggh, and C.P.dwnFault-tolerant control
systems — a holistic viewControl Engineering Practices(5):693-702, 1997.

[20] M. Blanke, M. Staroswiecki, and N. E. Wu. Concepts andirads in fault-tolerant
control. InProceedings of the 2001 American Control Conference (A@&yes
2606-2620, Arlington, VA, USA, June 25-27, 2001.

[21] R. Boot, J. Richert, H. Schiitte, and A. Rikgauer. Auttadaest of ECUs in a
hardware-in-the-loop simulation environment.Rroceedings of the 1999 IEEE In-
ternational Symposium on Computer Aided Control SystengbBgsages 587-594,
Kohala Coast, HI, USA, August 22—-27, 1999.


http://response.adase2.net/

Bibliography 211

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

[32]

[33]

[34]

A. Bose and P. loannou. Analysis of traffic flow with mixednual and intelligent
cruise control (ICC) vehicles: Theory and experiments. WUTB-PRR-2001-13,
California PATH, Berkeley, CA, USA, April 1, 2001. Availabht: http://www.path.
berkeley.edu/PATH/Publications/PDF/PRR/2001/PRR1208.pdf

A.W. Bowman and A. Azzalini.Applied Smoothing Techniques for Data Analysis
Oxford University Press, Oxford, UK, 1997. ISBN: 978-0-188396-3.

M. Brackstone and M. McDonald. Car-following: a histtad review. Transportation
Research Part F: Psychology and Behavia2():181-196, December 1999.

E. Brockfeld, R.D. Kiihne, and P. Wagner. Calibratiod &alidation of microscopic
models of traffic flow. Transportation Research Record: Journal of the Transporta
tion Research Boardl934:179-187, 2005.

J. Broughton and C. Baughan. The effectiveness ofaakibraking systems in re-
ducing accidents in Great BritaiAccident Analysis and Preventids¥(3):347-355,
May 2002.

L. Bruel, J.-P. Colinot, E. Adell, A. Varhelyi, M. DallaFontana, and
M. D’Alessandro. HMI tests in simulator. Deliverable D28,%Furopean Com-
mission, IP PReVENT, Subproject SASPENCE, Brussels, Beigiuly 4, 2006.

S.J. Brunson, E.M. Kyle, N.C. Phamdo, and G.R. Prezidttert algorithm devel-
opment program NHTSA rear-end collision alert algorithrmaF report. DOT HS
809 526, DOT/NHTSA, Washington, DC, USA, 2002. Availabletdtp://www-nrd.
nhtsa.dot.gov/departments/nrd-12/pubs_rev.html

J.A. Bucklew. Introduction to Rare Event SimulatiorSpringer-Verlag, New York,
NY, USA, 2004. ISBN: 978-0-387-20078-1.

O.M.J. Carsten and F.N. Tate. Intelligent speed adimpta accident savings and
cost-benefit analysigiccident Analysis & Preventio87(3):407-416, May 2005.

C.-Y. Chan, W.-B. Zhang, E.-M. El Koursi, and E. Lemair8afety assessment of
advanced vehicle control and safety systems (AVCSS): A sasty. UCB-ITS-
PRR-2001-30, California PATH, Berkeley, CA, USA, 2001. Aable at: http://
www.path.berkeley.edu/PATH/Publications/PDF/PRRIRBKRR-2001-30.pdf

J. Chen and R.J. PattoRobust Model-Based Fault Diagnosis for Dynamic Systems
Kluwer Academic Publishers, Norwell, MA, USA, 1999. ISBN7923-8411-3.

R.H. Chen, H.K. Ng, J.L. Speyer, and D.L. Mingori. Intation of fault detection
and identification into a fault tolerant automated highwgstem: Final report. UCB-
ITS-PRR-2002-36, California PATH, Berkeley, CA, USA, 20@ailable at: http://
www.path.berkeley.edu/PATH/Publications/PDF/PRRZBRR-2002-36.pdf

H. Chernoff. A measure of asymptotic efficiency for tesf a hypothesis based on
the sum of observation&\nnals of Mathematical Statistic83:493-507, 1952.


http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2001/PRR-2001-13.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2001/PRR-2001-13.pdf
http://www-nrd.nhtsa.dot.gov/departments/nrd-12/pubs_rev.html
http://www-nrd.nhtsa.dot.gov/departments/nrd-12/pubs_rev.html
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2001/PRR-2001-30.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2001/PRR-2001-30.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2002/PRR-2002-36.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2002/PRR-2002-36.pdf

212

Bibliography

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

S. Citelli, G. Alessandretti, and C. Domsch. ISO guiides recommendations for
pre-crash application. Deliverable D03.4, European Caosrion, CHAMELEON
Project, Brussels, Belgium, October 31, 2001. Available dtttp://www.
crfproject-eu.org/

D. Cody, S. Tan, and A. Garcia. Human driver model depeient. Fi-
nal Report UCB-ITS-PRR-2005-21, California PATH, Berkel€A, USA, June
2005. Available at: http://www.path.berkeley.edu/PAPHblications/PDF/PRR/
2005/PRR-2005-21.pdf

J. Craig.Introduction to Robotics, Mechanics and Contratddison-Wesley, Boston,
MA, USA, 3rd edition, September 2004. ISBN: 0-20110-326-5.

F. Dabbene, B.T. Polyak, and R. Tempo. On the complettahility of interval
polynomials.Systems & Control Letter$6:431-438, 2007.

Delphi Seat Belt Systems. Product information sheeDBE0368, Delphi Corpo-
ration, Troy, MI, USA, 2005. Available at: https://ppd.gbl.com/pdf/ppd/safesec/
seatbelts.pdf

Delphi Smart Cruise Control with Headway Alert & StopeaGo. Product infor-
mation sheet DDO5E0021, Delphi Corporation, Troy, Ml, U2A05. Available at:
https://ppd.delphi.com/pdf/ppd/safesec/stopgo.pdf

A. Doi, T. Butsuen, T. Niibe, T. Yakagi, Y. Yamamoto, aHd Seni. Development of
a rear-end collision avoidance system with automatic mgkbntrol. JSAE Review
15(4):335-340, October 1994.

C. Dora and M. Phillips. Transport, environment anditreaVHO regional publica-

tions. European series; No. 89, World Health Organizattmpenhagen, Denmark,
2000. ISBN: 92-890-1356-7. Available at: http://www.envho.int/document/

e72015.pdf

T. Duong. Bandwidth Matrices for Multivariate Kernel Density Estititm. PhD
thesis, University of Western Australia, Crawley, AusaaDctober 1, 2004.

H.-M. Duringhof, J. Ploeg, and O. Gietelink. VeHIL, ldavare-in-the-loop testing of
advanced driver assistance systemsPioceedings of the 3rd International Confer-
ence on Automototive Technologies (ICA$)anbul, Turkey, November 17, 2006.

J. Eelkema, W. Vink, and E. van den Tillaart. ADVANCE, adular vehicle simu-
lation environment in MATLAB/SIMULINK. InProceedings of the MathWorks 3rd
International Automotive Conference (IAGtuttgart, Germany, June 2002.

D. Ehmanns and H. Spannheimer. Roadmap. Deliverable, RRbadmap Devel-
opment, Version 1.0, European Commission — Advanced DAgsistance Systems
in Europe (ADASE-II), Brussels, Belgium, July 1, 2004. Aedle at: http://www.
adase2.net/

eSafety Support. eSafety Compendium. Brussels, Belgi May 2006.
Available at: http://ec.europa.eu/information_sodi@tyivities/esafety/doc/esafety
library/esafety _compendium_final.pdf


http://www.crfproject-eu.org/
http://www.crfproject-eu.org/
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2005/PRR-2005-21.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2005/PRR-2005-21.pdf
https://ppd.delphi.com/pdf/ppd/safesec/seatbelts.pdf
https://ppd.delphi.com/pdf/ppd/safesec/seatbelts.pdf
https://ppd.delphi.com/pdf/ppd/safesec/stopgo.pdf
http://www.euro.who.int/document/e72015.pdf
http://www.euro.who.int/document/e72015.pdf
http://www.adase2.net/
http://www.adase2.net/
http://ec.europa.eu/information_society/activities/esafety/doc/esafety_library/esafety_compendium_final.pdf
http://ec.europa.eu/information_society/activities/esafety/doc/esafety_library/esafety_compendium_final.pdf

Bibliography 213

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

P.R. EscobalMethods of Orbit Determinationlohn Wiley & Sons, Inc., New York,
NY, USA, 1965.

European Commission. White Paper — European trangmiicty for 2010: time
to decide. Office for Official Publications of the Europeam@ounities, Luxem-
bourg, September 21, 2001. ISBN: 92-894-0341-1. Availahléttp://ec.europa.eu/
transport/white_paper/documents/doc/lb_texte cometepdf

European Commission. European road safety actionrproge: Halving the num-
ber of road accident victims in the European Union by 2010h&red responsibility.
COM(2003) 311 final, Brussels, Belgium, June 2, 2003. Awddat: http://eur-lex.
europa.eu/LexUriServ/LexUriServ.do?uri=COM:2003:0FIN:EN:PDF

European Commission. On the harmonisation of the 24 Gtge radio spec-
trum band for the time-limited use by automotive short-engdar equipment in
the community. Document number C(2005)34, Brussels, BelgiJanuary 25,
2005. Available at: http://eur-lex.europa.eu/LexUri8gite/en/0j/2005/_021/1_
02120050125en00150020.pdf

European Commission. Cost-benefit assessment andtigeition of vehicle safety
technologies. Final report TREN-ECONZ2-002, BrusselsgBeh, January 19, 2006.
Available at: http://ec.europa.eu/transport/roadgafdirary/publications/vehicle_
safety _technologies_final_report.pdf

European Commission. Regulation (EC) No 715/2007 efElropean Parliament
and of the Council of 20 June 2007 on type approval of motorckes with respect

to emissions from light passenger and commercial vehi&laso(5 and Euro 6) and
on access to vehicle repair and maintenance informationsdgts, Belgium, June
29, 2007. Available at: http://eur-lex.europa.eu/Lex8griv/LexUriServ.do?uri=0J:
L:2007:171:0001:0016:EN:PDF

European Commission. Results of the review of the ComityiStrategy to reduce
CO, emissions from passenger cars and light-commercial vehiclCommunica-
tion from the Commission to the Council and the Europeardadnt, COM(2007)
19 final, Brussels, Belgium, February 7, 2007. Available fattp://ec.europa.eu/
environment/co2/pdf/com_2007_19 en.pdf

J. Eyre, D. Yanakiev, and I. Kanellakopoulos. A simplififramework for string
stability analysis of automated vehicle$nternational Journal of Vehicle System
Dynamics 30(5):375-405, 1998.

D.B. Fambro, R.J. Koppa, D.L. Picha, and K. Fitzpatribkiver perception-brake re-
sponse in stopping sight distance situatiofmnsportation Research Record: Jour-
nal of the Transportation Research Boalb28:1-7, 1998.

P. Fancher, Z. Bareket, and R. Ervin. Human-centeregigdeof an ACC-with-
braking and forward-crash-warning systeimternational Journal of Vehicle System
Dynamics 36(2/3):203—-223, 2001.

P. Fancher, R. Ervin, J. Sayer, M. Hagan, S. Bogard, Zelg#, M. Mefford, and
J. Haugen. Intelligent cruise control field operationat.teBinal report DOT HS


http://ec.europa.eu/transport/white_paper/documents/doc/lb_texte_complet_en.pdf
http://ec.europa.eu/transport/white_paper/documents/doc/lb_texte_complet_en.pdf
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2003:0311:FIN:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2003:0311:FIN:EN:PDF
http://eur-lex.europa.eu/LexUriServ/site/en/oj/2005/l_021/l_02120050125en00150020.pdf
http://eur-lex.europa.eu/LexUriServ/site/en/oj/2005/l_021/l_02120050125en00150020.pdf
http://ec.europa.eu/transport/roadsafety_library/publications/vehicle_safety_technologies_final_report.pdf
http://ec.europa.eu/transport/roadsafety_library/publications/vehicle_safety_technologies_final_report.pdf
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2007:171:0001:0016:EN:PDF
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2007:171:0001:0016:EN:PDF
http://ec.europa.eu/environment/co2/pdf/com_2007_19_en.pdf
http://ec.europa.eu/environment/co2/pdf/com_2007_19_en.pdf

214

Bibliography

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

808 849, DOT/NHTSA, Washington, DC, USA, May 1998. Avaiklt: http://
www-nrd.nhtsa.dot.gov/pdf/inrd-12/icc1998.pdf

P. Fancher, H. Peng, Z. Bareket, C. Assaf, and R. Erwluating the influences of
adaptive cruise control systems on the longitudinal dywearaf strings of highway
vehicles. InProceedings of 17th IAVSD Symposium: Dynamics of Vehicl&oads

and Tracks, Supplement to the International Journal of &ehSystem Dynamics
volume 37, pages 125-136, Copenhagen, Denmark, Augus#206Q1.

J. Farrell and M. Barth. Integration of GPS-aided IN®IAVCSS. UCB-ITS-PRR-
2000-22, California PATH, Berkeley, CA, USA, 2000. Availalat: http://www.path.
berkeley.edu/PATH/Publications/PDF/PRR/2000/PRRE202Q.pdf

C. Fielding, A. Vargas, S. Bennani, and M. Selier, edit®\dvanced Techniques for
Clearance of Flight Control LawsSpringer-Verlag, Berlin, Germany, 2002. ISBN:
3-540-44054-2.

M. Flament. Integrated passive and active safety &wigt InProceedings of the 5th
European MADYMO User MeetinGambridge, UK, September 27, 2005.

N. Floudas, M. Tsogas, A. Amditis, and H. Weigel. Pasithg and path prediction
for scenario assessment of safe speed systenPrdoeedings of the 14th World
Congress on Intelligent Transport Systems and Service), (Beijing, P.R. China,

October 9-13, 2007.

H. Folster, F. Rohling. Data association and trackimggutomotive radar networks.
IEEE Transactions on Intelligent Transportation Syste6{d):370-377, December
2005.

K. Fujita, H. Fujinami, K. Moriizumi, T. Enomoto, R. K&ei, and H. Kato. Develop-
ment of pre-crash safety system.Rroceedings of the 18th International Technical
Conference on the Enhanced Safety of Vehicles (H$AQoya, Japan, May 19-22,
2003. Paper number: 544.

K. Furstenberg and R. Schulz. Laserscanner fur Fasset@nzsysteméutomobil-
technische Zeitschrifl07(9):718-727, September 2005. In German.

K.C. Furstenberg, P. Baraud, G. Caporaletti, S. Gjt&l Eitan, U. Lages, and
C. Lavergne. Development of a pre-crash sensorial systene -CHAMELEON
project. InProceedings of Joint VDI/VW Congress “Vehicle Conceptsilier2nd
Century of Automotive TechnologyWolfsburg, Germany, November 21-23, 2001.

T. Galla, A. Schedl, T. Thurner, and J. Spohr. X-by-wsafety related fault-tolerant
systems in vehicles. Final report, Document number: XB@AB-6/6-24, Euro-
pean Commission — Brite-EuRam lll, Brussels, Belgium, 1989&ailable at: http://
www.vmars.tuwien.ac.at/projects/xbywire/docs/finat.d

K. Gerlach. New results in importance samplinBEE Transactions on Aerospace
and Electronic System85(3):917-925, July 1999.

J.J. GertlerFault Detection and Diagnosis in Engineering SysteMarcel Dekker,
New York, NY, USA, 1998. ISBN: 0-8247-9427-3.


http://www-nrd.nhtsa.dot.gov/pdf/nrd-12/icc1998.pdf
http://www-nrd.nhtsa.dot.gov/pdf/nrd-12/icc1998.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2000/PRR-2000-22.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2000/PRR-2000-22.pdf
http://www.vmars.tuwien.ac.at/projects/xbywire/docs/final.doc
http://www.vmars.tuwien.ac.at/projects/xbywire/docs/final.doc

Bibliography 215

[71]

[72]

[73]

[74]

[75]

[76]

[77]

[78]

[79]

[80]

[81]

[82]

[83]

O. Gietelink, B. De Schutter, and M. Verhaegen. Prolistlu validation of advanced
driver assistance systems. Pmoceedings of the 16th IFAC World CongreBsague,
Czech Republic, July 3-8, 2005. Paper number: 4254,

O. Gietelink, M. Lammers, and S. Jansen. SASPENCE atiid results. Deliverable
D20.70, European Commission, IP PReVENT, Subproject SASHE, Brussels,
Belgium, 2007. To be published.

O. Gietelink, J. Ploeg, B. De Schutter, and M. Verhaeggesting advanced driver
assistance systems for fault management with the VEHIlfaedity. In Proceedings
of the 7th International Symposium on Advanced Vehicle Bb@VEC), Arnhem,
The Netherlands, August 23-27, 2004.

O. Gietelink, J. Ploeg, B. De Schutter, and M. Verhaed2evelopment of advanced
driver assistance systems with vehicle hardware-in-tlog-simulations. Interna-
tional Journal of Vehicle System Dynamidg(7):569-590, July 2006.

0.J. Gietelink, B. De Schutter, and M. Verhaegen. A piulistic approach for
validation of advanced driver assistance systemsProteedings of the 8th TRAIL
Congresspages 1-17, Rotterdam, The Netherlands, November 23, 2004

0.J. Gietelink, B. De Schutter, and M. Verhaegen. Phdlstic approach for valida-
tion of advanced driver assistance systefnansportation Research Record: Journal
of the Transportation Research Boafd910):20-28, 2005.

0.J. Gietelink, B. De Schutter, and M. Verhaegen. Ad@pimportance sampling
for probabilistic validation of advanced driver assiseasgstems. IfProceedings of
the 2006 American Control Conference (AC@ages 4002-4007, Mineapolis, MN,
USA, June 14-16, 2006. Paper number: ThC14.5.

0.J. Gietelink, B. De Schutter, and M. Verhaegen. Adaitportance sampling for
validation of advanced driver assistance systems. 200mBied to a journal.

0.J. Gietelink, R. Hallouzi, B. De Schutter, and M. Vadgen. Fault management
for automated longitudinal vehicle control. 2007. Subedtto a journal.

0.J. Gietelink, R. Hallouzi, J. Ploeg, B. De SchutterdaM. Verhaegen. Coopera-
tive driving using environment sensors and vehicle-toisleltommunication. 2007.
Submitted to a journal.

0.J. Gietelink, P. Lemmen, F. Leneman, M. Shah, W. Kaséad R. Cashler. Vali-
dation of pre-crash systems with vehicle hardware-inltlog-experimentsinterna-
tional Journal of Vehicle Safetp(1/2):185-205, 2007.

0.J. Gietelink, J. Ploeg, B. De Schutter, and M. VerteegVEHIL: Test facility
for fault management testing of advanced driver assistagstems. InProceed-
ings of the 10th World Congress on Intelligent Transport&ys and Services (ITS)
Madrid, Spain, November 16—20, 2003. Paper number: 2639.

0.J. Gietelink, J. Ploeg, B. De Schutter, and M. Verlee/EHIL: a test facility for
validation of fault management systems for advanced dessistance systems. In
Proceedings of the First IFAC Symposium on Advances in AatteenContro] pages
410-415, Salerno, Italy, April 19-23, 2004.



216

Bibliography

[84]

[85]

[86]

[87]

[88]

[89]

[90]

[91]

[92]

[93]

[94]

[95]

[96]

0.J. Gietelink, B. De Schutter, and M. Verhaegen. A pitabstic approach for val-
idation of advanced driver assistance systemsPrbteedings of the 84th Annual
Meeting of the Transportation Research Boardashington, DC, USA, January 9—
13, 2005. Paper number: 05-1524.

0.J. Gietelink, D.J. Verburg, K. Labibes, and A.F. Goetorp. Pre-crash system val-
idation with PRESCAN and VEHIL. IfProceedings of the IEEE Intelligent Vehicles
Symposium (IV)pages 913-918, Parma, Italy, June 14-17, 2004.

P.G. Gipps. Behavioural car-following model for congusimulation. Transporta-
tion Research B15B(2):105-111, 1981.

A.R. Girard, J. Borges de Sousa, J.A. Misener, and J&dridk. A control archi-

tecture for integrated cooperative cruise control andisiolh warning systems. In
Proceedings of the IEEE Conference on Decision and Caonddando, FL, USA,

December 2001.

D.N. Godbole, R. Sengupta, J. Misener, N. Kourjanskaa J.B. Michael. Benefit
evaluation of crash avoidance systenigansportation Research Record: Journal of
the Transportation Research Boafd621):1-9, 1998.

J. Golias, G. Yannis, and C. Antoniou. Classificationdaf/er-assistance systems
according to their impact on road safety and traffic efficien€ransport Reviews
22(2):179-196, April-June 2002.

H.P. Groll and J. Detlefsen. History of automotive aantiision radars and final ex-
perimental results of a MM-wave car radar developed by tlehifieal University of

Munich. IEEE Aerospace and Electronic Systems Magazlr#8):15-19, August
1997.

R.C. Hammett and P.S. Babcock. Achieving9@ependability with drive-by-wire
systemsSAE Technical Paper Serigg003-01-1290, 2003.

W. Hardle, M. Muller, S. Sperlich, and A. Werwatklonparametric and Semipara-
metric Models Springer-Verlag, Berlin, Germany, May 2004. ISBN: 97583-
20722-1.

A. Hart. European Telematics & ITS — Growth strategiesimlock the safety bene-
fits of ADAS. SBD/TEL/1340, Secured By Design Ltd, Cosgrouv&, May 2007.
Available at: http://www.english.ptv.de/cgi-bin/mabifmob_report.pl

K. Hartman and J. Strasser. Saving lives through ads@wehicle safety technol-
ogy: Intelligent vehicle initiative. Final Report FHWA-@P05-057, Federal High-
way Administration, Washington, DC, USA, September 200%ailable at: http://

www.itsdocs.fhwa.dot.gov/IJPODOCS/REPTS_PR/14153/ifiiepdf

W. Helly. Simulation of bottlenecks in single lane fiaflow. In Proceedings of the
Symposium on Theory of Traffic Flopages 207-238, New York, NY, USA, 1959.

R. Hermann and A. Krener. Nonlinear controllabilitydambservabilityIEEE Trans-
actions on Automatic Contrp22(5):728-740, October 1977.


http://www.english.ptv.de/cgi-bin/mobility/mob_report.pl
http://www.itsdocs.fhwa.dot.gov/JPODOCS/REPTS_PR/14153_files/ivi.pdf
http://www.itsdocs.fhwa.dot.gov/JPODOCS/REPTS_PR/14153_files/ivi.pdf

Bibliography 217

[97] Honda Motor Company, Ltd. Honda develops world’s firsbllision mitigation
brake system’ (CMS) for predicting rear-end collisions awahtrolling brake op-
erations, May 20, 2003. Press release. Available at: httprld.honda.com/news/
2003/4030520.html

[98] S.P. Hoogendoorn. Multiclass Continuum Modelling of Multilane Traffic Flow
TRAIL Thesis Series nr. T1999/5, The Netherlands TRAIL Resk School, Delft
University of Technology, Delft, The Netherlands, Septem®0, 1999. ISBN: 90-
407-1931-4.

[99] S.P. Hoogendoorn, S. Ossen, and M. Schreuder. Empificaultianticipative car-
following behavior. Transportation Research Record: Journal of the Transpata
Research Board1965):112-120, 2006.

[100] C. Hbte. Abstract interpretation techniques for wafte testing.Business Briefing:
Global Automotive Manufacturing & Technolggages 1-7, 2002.

[101] A.S. Howell.Nonlinear Observer Design and Fault Diagnostics for Autégad_on-
gitudinal Vehicle Contral PhD thesis, University of California at Berkeley, Berkele
CA, USA, 2002.

[102] Ibeo Automobile Sensor GmbH. Bad weather performancrilti-target capability
facilitates operation in poor weather, 2007. Available fdtp://www.ibeo-as.com/
english/technology_d_badweather.asp

[103] M. Ichinose, A. Yokoyama, T. Nishigaito, H. Saito, aNd Ueki. Development of
hardware-in-the-loop simulator for adaptive cruise colrgystem. IrProceedings of
the 6th International Symposium on Advanced Vehicle Cb(EC), Hiroshima,
Japan, September 9-13, 2002. Paper number: 98.

[104] R.L. Iman, J.E. Campbell, and J.C. Helton. An appro@ckensitivity analysis of
computer models. Part | — Introduction, input, variableesgbn and preliminary
variable assessmentournal of Quality Technology3:174-183, July 1981.

[105] Integrated Project PReVENT — Preventive and Activie§aApplications. Available
at: http://www.prevent-ip.org/

[106] International Organization for Standardization@)STransport information and con-
trol systems — adaptive cruise control systems — performagquirements and test
procedures. ISO Standard 15622, First edition 2002-105EReva, Switzerland,
2002. Available at: http://www.iso.org/iso/iso_catalegcatalogue_tc/catalogue
detail.htm?csnumber=27834

[107] International Organization for Standardization@)STransport information and con-
trol systems — forward vehicle collision warning systems -effprmance require-
ments and test procedures. 1SO Standard 15623, Firste@ifi62-10-01, Geneva,
Switzerland, 2002. Available at: http://www.iso.orgfiso_catalogue/catalogue_tc/
catalogue_detail.htm?csnumber=27835

[108] International Road Traffic Database (IRTAD). Availalat: http://www.irtad.com/


http://world.honda.com/news/2003/4030520.html
http://world.honda.com/news/2003/4030520.html
http://www.ibeo-as.com/english/technology_d_badweather.asp
http://www.ibeo-as.com/english/technology_d_badweather.asp
http://www.prevent-ip.org/
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=27834
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=27834
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=27835
http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=27835
http://www.irtad.com/

218 Bibliography

[109] P.A. loannou and M. Stefanovic. Evaluation of ACC \as in mixed traffic: lane
change effects and sensitivity analys$iSEE Transactions on Intelligent Transporta-
tion Systems6(1):79-89, March 2005.

[110] R. Isermann. Fault diagnosis of machines via paranestémation and knowledge
processing — tutorial papeutomatica 29(4):815-835, 1993.

[111] R. Isermann. Diagnosis methods for electronic cdietdovehicles. International
Journal of Vehicle System Dynami8§(2—-3):77-117, 2001.

[112] R.IsermannMechatronic System$&pringer-Verlag, London, 2003. ISBN: 1-85233-
693-5.

[113] R. Isermann and P. Ballé. Trends in the application oflel-based fault detection
and diagnosis of technical process&ontrol Engineering Practice5(5):709-719,
May 1997.

[114] R.Isermann, J. Schaffnit, and S. Sinsel. Hardwasth@iloop simulation for the de-
sign and testing of engine-control syster@antrol Engineering Practicer(5):643—
653, May 1999.

[115] R. Isermann, R. Schwarz, and S. Stdlzl. Fault-toledaive-by-wire systemslEEE
Control Systems Magazing2(5):64—81, October 2002.

[116] K. Isomoto, T. Niibe, T. Suetomi, and T. Butsuen. Deyghent of a lane-keeping
system for lane departure avoidance. Aroceedings of the 2nd World Congress
on Intelligent Transport Systems and Services (Ip8yes 1266—1271, Yokahama,
Japan, November 1995.

[117] R. Izadi-Zamanabadi.Fault-tolerant Supervisory Control — System Analysis and
Logic Design Thesis number: 0908-1208, Aalborg University, Aalborgnihark,
September 1999.

[118] H.M. Jagtman, V.A.W.J. Marchau, and T. Heijer. Cutrlenowledge on safety im-
pacts of Collision Avoidance Systems (CAS). In P.M. Herdea &/.A.H. Thissen,
editors,Proceedings of the 5th International Conference on TedmyglPolicy and
Innovation Delft, June 26—29, 2001. Paper number: 1152.

[119] J. Jansson, J. Johansson, and F. Gustafsson. Detialdng for collision avoidance
systems.SAE Technical Paper Serigg002-01-0403, March 2002.

[120] P.H. Jesty, J.F. Galillet, J. Giezen, G. Franco, |. h#g, and H.J. Schultz. Guide-
lines for the development and assessment of intelligensprart system architec-
tures. Project TR 1101, Deliverable DSA2.3, Version 1.0rdpean Commission,
CONVERGE project, May 18, 1998. Available at: ftp://ftpcdes.europa.eu/pub/
telematics/docs/tap_transport/converge_dsa2.3.pdf

[121] P.H. Jesty, K.M. Hobley, R. Evans, and I. Kendall. $atmalysis of vehicle-based
systems. IrAspects of Safety Management: Proceedings of the NintlySadi¢ical
Systems Symposiypages 90-110, 2000.


ftp://ftp.cordis.europa.eu/pub/telematics/docs/tap_transport/converge_dsa2.3.pdf
ftp://ftp.cordis.europa.eu/pub/telematics/docs/tap_transport/converge_dsa2.3.pdf

Bibliography 219

[122] W.-D. Jonner, H. Winner, L. Dreilich, and E. SchuncKedrohydraulic brake sys-
tem — the first approach to brake-by-wire technolo§AE Technical Paper Series
960991:221-228,1999.

[123] S. Juliana, Q. Chu, J. Mulder, and T. van Baten. Fligivetope clearance of at-
mospheric re-entry module with flight control. AIAA Guidance, Navigation, and
Control Conference and ExhibiProvidence, RI, USA, August 16-19, 2004. Paper
number: AIAA-2004-5170.

[124] R.K. Jurgen, editor.Object Detection, Collision Warning and Avoidance Systems
volume 1. SAE International, Warrendale, PA, USA, May 1998BN: 0-7680-
0226-3.

[125] R.K. Jurgen, editorAdaptive Cruise Control Number PT-132. SAE International,
Warrendale, PA, USA, 2006. ISBN: 0-7680-1792-0.

[126] R.K. Jurgen, editorObject Detection, Collision Warning, and Avoidance System
volume 2. SAE International, Warrendale, PA, USA, 2006.NSB-7680-1792-0.

[127] P. Kageson. Cycle-beating and the EU test cycle fas.CB&E 98/3, European Fed-
ereation for Transport and Environment, Brussels, BelgiNovember 1998. Avail-
able at: http://www.transportenvironment.org/Downlsadq-getit-lid-17.html

[128] K. Kamiji and H. Akaba. Research of an advanced seatslgstem. InProceedings
of the 18th International Technical Conference on the EmeanSafety of Vehicles
(ESV) Nagoya, Japan, May 19-22, 2003. Paper number: 480.

[129] B. van Kampen. Rear end or chain accidents: case sasdgsaing the European road
safety problem: an exploitation study of the CARE databaS&BRYX. Contract
No P TREN/E3/S12.273205, SWOV Institute for Road SafetyeResh, Leidschen-
dam, The Netherlands, October 2003. Available at: htipgleropa.eu/transport/
roadsafety_library/publications/asteryx/cs3_rejpaif.

[130] S. Kanev. Robust Fault-tolerant Control PhD thesis, University of Twente, En-
schede, The Netherlands, March 12, 2004. ISBN: 90-901B903-

[131] R. Karlsson, J. Jansson, and F. Gustafsson. Modeldbststistical tracking and
decision making for collision avoidance application. LHEY-R-2599, Department
of Electrical Engineering, Linkdping University, Linkém, Sweden, March 2004.
Available at: http://www.control.isy.liu.se/reseanaports/2004/2599.pdf

[132] R.J. Kiefer, M.T. Cassar, C.A. Flannagan, D.J. LeB|aW.D. Palmer, R.K. Deering,
and M.A. Shulman. Forward Collision Warning Requirememgjétt Task 1. Fi-
nal Report DOT HS 809 574, DOT/NHTSA, Washington, DC, USAuky 2003.
Available at: http://www-nrd.nhtsa.dot.gov/departnsgmtd-12/pubs_rev.html

[133] R.J. Kiefer, D.J. LeBlanc, M.D. Palmer, J. SalingelK RDeering, and M.A. Shul-
man. Development and validation of functional definitiomsl @valuation proce-
dures for collision warning/avoidance systems. Final Rep®T HS 808 964,
DOT/NHTSA, Washington, DC, USA, August 1999. Available http://www-nrd.
nhtsa.dot.gov/pdfinrd-12/acas/HS808964 Report- 1@ pdf


http://www.transportenvironment.org/Downloads-req-getit-lid-17.html
http://ec.europa.eu/transport/roadsafety_library/publications/asteryx/cs3_report.pdf
http://ec.europa.eu/transport/roadsafety_library/publications/asteryx/cs3_report.pdf
http://www.control.isy.liu.se/research/reports/2004/2599.pdf
http://www-nrd.nhtsa.dot.gov/departments/nrd-12/pubs_rev.html
http://www-nrd.nhtsa.dot.gov/pdf/nrd-12/acas/HS808964_Report-1999-08.pdf
http://www-nrd.nhtsa.dot.gov/pdf/nrd-12/acas/HS808964_Report-1999-08.pdf

220 Bibliography

[134] K. Kodaka, M. Otabe, Y. Urai, and H. Koike. Rear-endistn avoidance assist sys-
tem. InProceedings of the 18th International Technical Confeestic the Enhanced
Safety of Vehicles (ES\Wagoya, Japan, May 19-22, 2003. Paper number: 405.

[135] H. Kopetz. Real-Time System&luwer Academic Press, Boston, MA, USA, 1997.
ISBN: 0-7923-9894-7.

[136] L.J.J. Kusters, O.J. Gietelink, J. van Hoof, and P.R-¥mmen. Evaluation of ad-
vanced driver assistance systems with the VEHIL test fgciiexperiences and fu-
ture developments at TNO Automotive. Rroceedings of the 21st International
VDI/VW Conference “Integrated safety and driver assistasgstems”Wolfsburg,
Germany, October 27-29, 2004.

[137] L.J.J. Kusters, R.J.A. Kleuskens, D.J. Verburg, an@.M. van der Knaap. System
for performing tests on intelligent road vehicles. US Paté8 2003/0183023 A1,
October 2, 2003.

[138] K. Labibes, Z. Papp, A.H.C. Thean, P.P.M. Lemmen, MtrBpaal, and F.J.W. Lene-
man. An Integrated Design and Validation Environment foelligent Vehicle Safety
Systems (IVSS). IProceedings of the 10th World Congress on Intelligent Tpaints
Systems and Services (ITB)adrid, Spain, November 16—-20, 2003. Paper 2731.

[139] R. LaGuerra. Automotive radar/lidar systems — a congmt-level market analysis of
radar, lidar, ultrasonic, and optics-based automotivetgafystems. ABI Research,
Oyster Bay, NY, USA, 2004. Available at: http://www.abieasch.com/products/
market_research/Automotive_Obstacle_Detection_8yste

[140] J. Langheim, A. Buchanan, U. Lages, and M. Wahl. CARSEN- new environ-
ment sensing for advanced driver assistance system@rolteedings of the IEEE
Intelligent Vehicles Symposium (IVpokyo, Japan, May 14-17 2001.

[141] J.C. Laprie, editor. Dependability: Basic Concepts and Terminolog$pringer-
Verlag, Vienna, Austria, 1992. ISBN: 3-211-82296-8.

[142] G.D. Lee and S.W. Kim. A longitudinal control systenr fo platoon of vehicles
using a fuzzy-sliding mode algorithnrMechatronics12:97-118, 2002.

[143] K. Lee and H. Peng. Identification and verification obaditudinal human driving
model for collision warning and avoidance systetmsernational Journal of Vehicle
Autonomous Systeny1/2):3-17, 2004.

[144] K. Lee and H. Peng. Evaluation of automotive forwardlision warning and col-
lision avoidance algorithms.International Journal of Vehicle System Dynamics
43(10):735-751, October 2005.

[145] P. Lemmen, O.J. Gietelink, M. Shah, C. Parenteau, Widg and R. Cashler. De-
velopment of a pre-crash system using the VEHIL test fgcilit Proceedings of the
19th International Technical Conference on the Enhancddtgaf Vehicles (ESY)
Washington, DC, USA, June 6-9, 2005. Paper number: 05-0322.


http://www.abiresearch.com/products/market_research/Automotive_Obstacle_Detection_Systems
http://www.abiresearch.com/products/market_research/Automotive_Obstacle_Detection_Systems

Bibliography 221

[146] P.P.M. Lemmen, O.J. Gietelink, and R.J.G. Haan. Paskcsystem design and eval-
uation using PRESCAN, VEHIL and MADYMO. IRroceedings of the 11th World
Congress on Intelligent Transport Systems and Servic&, (Nagoya, Japan, Octo-
ber 18-22, 2004.

[147] N.G. Leveson.Safeware: System Safety and Computémddison-Wesley, Boston,
MA, USA, 1995. ISBN: 978-0-201-11972-5.

[148] W. Levine and M. Athans. On the optimal error regulatif a string of moving
vehicles.IEEE Transactions on Automatic Contrdl1(3):355-361, July 1966.

[149] J. Li, F. Yu, J.-W. Zhang, J.-Z. Feng, and H.-P. Zhaoe Tapid development of a
vehicle electronic control system and its application tcaatilock braking system
based on hardware-in-the-loop simulati®moceedings of the Institution of Mechan-
ical Engineers — Part D: Journal of Automobile Engineerj2d.6:95-105, 2002.

[150] C.-V. Liang and H. Peng. Optimal adaptive cruise cointith guaranteed string sta-
bility. International Journal of Vehicle System Dynamig$(4-5):313-330, Novem-
ber 1999.

[151] A. Lie, C. Tingvall, M. Krafft, and A. Kullgren. The efictiveness of ESP (Electronic
Stability Program) in reducing real life accidentsaffic Injury Prevention5(1):37—
41, March 2004.

[152] X.-Y. Lu and J.K. Hedrick. A panoramic view of fault magement for longitudinal
control of automated vehicle platooning. Proceedings of the ASME International
Mechanical Engineering Congress and Expositions (IME®@Ember IMECE2002-
DSC-32106, New Orleans, LA, USA, November 17-22, 2002.

[153] X.-Y. Lu and J.K. Hedrick. Practical string stabilitgr longitudinal control of au-
tomated vehicles. IProceedings of 18th IAVSD Symposium: Dynamics of Vehicles
on Roads and Tracks, Supplement to the International Jdwiéehicle System Dy-
namics volume 41, pages 577-586, Atsugi, Kanagawa, Japan, A@guS80, 2003.

[154] X.-Y. Lu, J.K. Hedrick, and M. Drew. ACC/CACC — contrdésign, stability and ro-
bust performance. IRroceedings of the American Control Confererages 4327—
4332, Anchorage, AK, USA, May 8-10, 2002.

[155] G. Luderer. Greenhouse gas emission trends and pimjedn Europe 2006. EEA
Report No 9/2006, European Environment Agency, Copenhdgenmark, 2006.
ISBN: 92-9167-885-6. Available at: http://reports.eesopa.eu/eea_report 2006
9/en/eea_report_ 9 2006.pdf

[156] N. Madras. Lectures on Monte Carlo MethodsAmerican Mathematical Society,
Providence, RI, USA, 2002. ISBN: 0-8218-2978-5.

[157] MADYMO website. Available at: http://www.madymo ..cd

[158] T. Maki, T. Asai, and J. Kajzer. Development of futuredgstrian protection tech-
nologies. InProceedings of the 18th International Technical Confeesor the En-
hanced Safety of Vehicles (ESMpgoya, Japan, May 19-22, 2003. Paper number:
165.


http://reports.eea.europa.eu/eea_report_2006_9/en/eea_report_9_2006.pdf
http://reports.eea.europa.eu/eea_report_2006_9/en/eea_report_9_2006.pdf
http://www.madymo.com/

222 Bibliography

[159] V. Marchau.Technology Assessment of Automated Vehicle Guidance pdetsdor
automated driving implementationTRAIL Thesis Series nr. 2000/1, The Nether-
lands TRAIL Research School, Delft University of TechnglpoBelft, The Nether-
lands, 2000. ISBN: 90-407-2015-0.

[160] W.van der MarkStereo and Colour Vision Techniques for Autonomous VeGigid-
ance ASCI dissertation series number 145, University of Antken, Amsterdam,
The Netherlands, 2007. ISBN: 978-90-5986-242-5.

[161] G. Marsden, M. McDonald, and M. Brackstone. Towardsuaderstanding of
adaptive cruise controlTransportation Research Part C: Emerging Technologies
9(1):33-51, February 2001.

[162] M.-M. Meinecke, R. Holze, M. Gonter, T. Wohllebe, R. Mie, and R. Petelka. Side-
pre-crash sensing system for automatic vehicle height &sleptation. InProceed-
ings of the 3rd International Workshop on Intelligent Trpogation (WIT) Ham-
burg, Germany, March 14-15, 2006.

[163] J.B. Michael, A.C. Segal, and S. Patwardhan. Valatatf software testing results
for real-time vehicle control software. ISAE Future Transportation Technology
ConferenceCosta Mesa, California, USA, August 7-10, 1995.

[164] T. Miyazaki. Promotion of the program of advanced safeehicles for the 21st
century. InProceedings of the 2nd World Congress on Intelligent Transpystems
and Services (ITSpages 2612—-2617, Yokohama, Japan, November 9-11, 1995.

[165] D.C. Montgomery.Design and Analysis of Experimentdohn Wiley & Sons, Inc.,
New York, NY, USA, 5th edition, 2001. ISBN: 0-471-31649-0.

[166] R. Moritz. Pre-crash sensing — functional evoluti@séd on short range radar sensor
platform. SAE Technical Paper Serig30IBECD-11, 2000.

[167] P.L.J. Morsink. CarTALK2000: Development of a co-ogéve ADAS based on
vehicle-to-vehicle communication. IRroceedings of the 10th World Congress on
Intelligent Transport Systems and Services (JMgdrid, Spain, 2003. Paper num-
ber: 2575.

[168] P.L.J. Morsink and O.J. Gietelink. Preliminary desaf an application for CBLC in
the CarTALK2000 project: Safe, comfortable and efficiemtidg based upon inter-
vehicle communication. IfProceedings of the e-Safety Conferenlogon, France,
September 16-18, 2002.

[169] R. Motwani. Randomized Algorithm€ambridge University Press, New York, NY,
USA, 1995. ISBN: 0-521-47465-5.

[170] W.G. Najm and D.L. Smith. Modeling driver responsedad vehicle decelerating.
SAE Technical Paper Seriga004-01-0171:1-10, 2004.

[171] W.G. Najm, D.L. Smith, and A.H. Lam. Modeling car-folting performance for
vehicle safety applications. Proceedings of the 82nd Annual Meeting of the Trans-
portation Research Boarchumber TRB 03-4382, Washington, DC, USA, January
12-16, 2003.



Bibliography 223

[172] W.G. Najm, M.D. Stearns, H. Howarth, J. Koopmann, anditz. Evaluation of an
automotive rear-end collision avoidance system. DOT/NATEOT HS 810 569,
Washington, DC, USA, March 2006. Available at: http://wwwd.nhtsa.dot.gov/
pdf/inrd-12/HS910569.pdf

[173] National Automotive Sampling System (NASS) — Crastthiness Data System, An-
alytical User’s Manual. 2003 File, Washington, DC, USA, 208vailable at: http://
www-nrd.nhtsa.dot.gov/pdfinrd-30/NCSA/Manuals/CDAQB. pdf

[174] National Automotive Sampling System (NASS) Crashiwinress Data System
(CDS), 2004. National Highway Traffic Safety AdministratioAvailable at: ftp://
ftp.nhtsa.dot.gov/INASS

[175] Netherlands Organisation for Applied Scientific Rash (TNO). Available at:
http://www.tno.nl/

[176] NHTSA. Automotive collision avoidance system fieldeoational test (ACAS FOT).
Final Program Report DOT HS 809 866, DOT/NHTSA, Washingid@, USA, May
2005. Available at: http://www-nrd.nhtsa.dot.gov/depents/nrd-12/pubs_rev.html

[177] H.B. Pacejka.Tyre and Vehicle DynamicsButterworth-Heinemann, Oxford, UK,
2002. ISBN: 978-0-750-65141-7.

[178] R. Pack, J. Koopmann, H. Yu, and W.G. Najm. Pre-crasisiag countermeasures
and benefits. IfProceedings of the 19th International Technical Confeesan the
Enhanced Safety of Vehicles (ESWgashington, DC, USA, June 6-9, 2005. Paper
number: 05-0202.

[179] Z. Papp, M. Dorrepaal, and D.J. Verburg. Distributetidware-in-the-loop simula-
tor for autonomous continuous dynamical systems with afpationstrained interac-
tions. InProceedings of the 11th IEEE/ACM International Workshorarallel and
Distributed Real-Time Systemdice, France, April 22—26, 2003.

[180] Z. Papp, K. Labibes, A.H.C. Thean, and M.G. van Elk. tihagent based HIL simu-
lator with high fidelity virtual sensors. IRroceedings of the IEEE Intelligent Vehicles
Symposium (IV)pages 213-219, Columbus, OH, USA, June 9-11, 2003.

[181] Z. Parseghian, A.C. Stein, and D. Ziedman. Field eatédn of a Nissan laser col-
lision avoidance system. DOT HS 808 375, DOT/NHTSA, WastungDC, USA,
January 1989.

[182] R.J. Patton. Fault detection and diagnosis in aexsspgstems using analytical re-
dundancylEE Computing & Control Engineering Journd(3):127-136, 1991.

[183] R.J. Patton. Fault-tolerant control systems: The7l88uation. InProceedings of
the 3rd IFAC Symposium on Fault Detection, Supervision aafeét$3 of Technical
Processes (SAFEPROCESS'9¥ges 1029-1051, Hull, UK, August 26—28, 1997.

[184] R.J. Patton and J. Chen. Review of parity space aphesam fault diagnosis for
aerospace systemslournal of Guidance, Control and Dynamjck7(2):278-285,
March—April 1994.


http://www-nrd.nhtsa.dot.gov/pdf/nrd-12/HS910569.pdf
http://www-nrd.nhtsa.dot.gov/pdf/nrd-12/HS910569.pdf
http://www-nrd.nhtsa.dot.gov/pdf/nrd-30/NCSA/Manuals/CDSAUM03.pdf
http://www-nrd.nhtsa.dot.gov/pdf/nrd-30/NCSA/Manuals/CDSAUM03.pdf
ftp://ftp.nhtsa.dot.gov/NASS
ftp://ftp.nhtsa.dot.gov/NASS
http://www.tno.nl/
http://www-nrd.nhtsa.dot.gov/departments/nrd-12/pubs_rev.html

224 Bibliography

[185] R.J. Patton and J. Chen. Observer-based fault deteatid isolation: Robustness
and applicationsControl Engineering Practice5(5):671-682, 1997.

[186] R.J. Patton, P.M. Frank, and R.N. Clarkssues of Fault Diagnosis for Dynamic
SystemsSpringer-Verlag, London, UK, 2000. ISBN: 3-54019968-3.

[187] M. Peden, R. Scurfield, D. Sleet, D. Mohan, A.A. HyderJBrawan, and C. Math-
ers. World report on road traffic injury prevention. World afth Organization,
Geneva, Switzerland, 2004. ISBN: 92-4-156260-9. Avaéadtt http://www.who.
int/violence_injury_prevention/publications/roadffic/world_report/en/

[188] M. Persson, F. Botling, E. Hesslow, and R. Johanssdop &nd go controller for
adaptive cruise control. IRroceedings of the 1999 IEEE International Conference on
Control Applicationsvolume 2, pages 1692-1697, Kohala Coast, HI, USA, August
22-27,1999.

[189] J.R. Pimentel, editor.Safety-Critical Automotive System&lumber PT-103. SAE
International, Warrendale, PA, USA, August 2006. ISBN:@87-1243-0.

[190] J. Ploeg, O.J. Gietelink, and D.J. Verburg. Experitakevaluation of a communica-
tion based cooperative driving algorithm.Pnoceedings of the 13th World Congress
on Intelligent Transport Systems and Services (IT8nhdon, UK, October 8-12,
2006.

[191] J. Ploeg, Z. Papp, R.C. van de Pijpekamp, S.E. Skcdmé,E.A.C. van den Eijnden.
ControlCIT — a control design and implementation toolbox datomatic vehicle
guidance. InProceedings of the 7th International Symposium on Advaieédtle
Control (AVEC) Arnhem, The Netherlands, August 23-27, 2004.

[192] J. Ploeg, A.C.M. van der Knaap, and D.J. Verburg. AT&YA design, implementa-
tion and evaluation of a high performance AGV. Rroceedings of the IEEE Intel-
ligent Vehicles Symposium (IM)olume 1, pages 127-134, Versailles, France, June
18-20, 2002.

[193] J. Ploeg, J.P.M. Vissers, and H. Nijmeijer. Contraide for an overactuated wheeled
mobile robot. InProceedings of the 4th IFAC Symposium on Mechatronic Sgstem
(MECHATRONICS 2006Heidelberg, Germany, September 12—-14, 2006.

[194] W. Prestl. The BMW active cruise control ACGAE Technical Paper Serig2000-
01-0344, 2000.

[195] A. Pretschner, M. Broy, I.H. Kruger, and T. Stauner.ft®are engineering for au-
tomotive systems: A roadmap. Rroceedings of the 29th ACM/IEEE International
Conference on Software Engineering (ICSgges 55-71, Minneapolis, MN, USA,
May 19-27, 2007.

[196] PREVENT-SASPENCE Consortium. SASPENCE project dpson — appendix
of PReVENT Technical Annex. European Commission, IP PReV,EBubproject
SASPENCE, Brussels, Belgium, 2003. Available at: www.prévsaspence.org

[197] R. Rajamani. Vehicle Dynamics and Control Mechanical Engineering Series.
Springer-Verlag, New York, NY, USA, 2006. ISBN: 0-387-2@&39.


http://www.who.int/violence_injury_prevention/publications/road_traffic/world_report/en/
http://www.who.int/violence_injury_prevention/publications/road_traffic/world_report/en/
www.prevent-saspence.org

Bibliography 225

[198] G. Reymond, A. Heidet, M. Canry, and A. Kemeny. Validatof Renault’s dynamic
simulator for adaptive cruise control experiments. Pimceedings of the Driving
Simulation Conference (DSC200@rges 181-192, Paris, France, September 6-8,
2000.

[199] G. Sala. Safety, legal issues, standards. Deliver@bl01, European Commission,
CHAMELEON Project, Brussels, Belgium, January 28, 2003 aikable at: http://
www.crfproject-eu.org/

[200] A.J. van der Schaft and H. Schumach#&n Introduction to Hybrid Dynamical Sys-
tems Lecture Notes in Control and Information Sciences, 25tirnger-Verlag, Lon-
don, UK, 2000. ISBN: 978-1-852-33233-4.

[201] B. Schick, R. Bittner, K. Baltruschat, G. Meier, andJ}dkob. Bewertung der Funk-
tion und Gute von Fahrerassistenzsystemen bei aktivem &riegriff. Automobil-
technische Zeitschrifl09(5):414-425, May 4, 2007. In German.

[202] R. Schoéneburg, K.-H. Baumann, and R. Justen. Pre-s#ffe next step in the en-
hancement of vehicle safety. Rroceedings of the 18th International Technical Con-
ference on the Enhanced Safety of Vehicles (HS&fjoya, Japan, May 19-22, 2003.
Paper number: 410.

[203] A. Schrage. Traffic congestion and accide®sgensburger Diskussionsbeitrage zur
Wirtschaftswissenscha#19:1-25, November 9, 2006.

[204] R. Schulz and K. Furstenberg. Laserscanner for mal@pplications in passenger
cars and trucks. IfProceedings of the Conference on Advanced Microsystems for
Automotive Applications (AMAABerlin, Germany, April 25—27 2006.

[205] J. Schwarz, editor. Annexes to the Code of Practicéifeidesign and evaluation of
ADAS. RESPONSE 3 - PReVENT subproject, Brussels, Belgiuctoker 31, 2006.
Available at: http://prevent-ip.org/en/public_docurte#deliverables/d112_code_of
practice_for_the design_and_evaluation_of adas.htm

[206] J. Schwarz, editor. Code of Practice for the designearaduation of ADAS. RE-
SPONSE 3 — PReVENT subproject, Brussels, Belgium, Octobe2@06. Available
at: http://prevent-ip.org/en/public_documents/defmes/d112 code of practice
for_the_design_and_evaluation_of adas.htm

[207] D.W. Scott. Multivariate Density Estimation: Theory, Practice and Wdization
John Wiley & Sons, Inc., New York, NY, USA, 1992. ISBN: 978431-54770-9.

[208] P. Seiler, B. Song, and J.K. Hedrick. Development oblision avoidance system.
SAE Technical Paper Serie38PC-417, 1998.

[209] H. Selzle, editor. Mit Abstand VorneAutomobil ProduktionSonderausgabe Mer-
cedes Benz S-Klasse, November 1998. In German.

[210] S. Shaheen, D. Heffernan, and G. Leen. A comparisonmafrging time-triggered
protocols for automotive x-by-wire control networkBroceedings of the Institution
of Mechanical Engineers — Part D: Journal of Automobile BEregring 217:13-22,
2003.


http://www.crfproject-eu.org/
http://www.crfproject-eu.org/
http://prevent-ip.org/en/public_documents/deliverables/d112_code_of_practice_for_the_design_and_evaluation_of_adas.htm
http://prevent-ip.org/en/public_documents/deliverables/d112_code_of_practice_for_the_design_and_evaluation_of_adas.htm
http://prevent-ip.org/en/public_documents/deliverables/d112_code_of_practice_for_the_design_and_evaluation_of_adas.htm
http://prevent-ip.org/en/public_documents/deliverables/d112_code_of_practice_for_the_design_and_evaluation_of_adas.htm

226 Bibliography

[211] D. Shefer. Congestion, air pollution, and road faieedi in urban areasAccident
Analysis & Prevention26(4):501-509, August 1994.

[212] S. Shladover, J. VanderWerf, M.A. Miller, and N. Kcamgkaia. Development and
performance evaluation of AVCSS deployment sequencesuvanag from today’s
driving environment to full automation. Final Report for MCB66 UCB-ITS-PRR-
2001-18, California PATH, Berkeley, CA, USA, August 20, 200Available at:
http://iwww.path.berkeley.edu/PATH/Publications/PBRR/2001/PRR-2001-18.pdf

[213] S.E. Shladover. Potential contributions of intedliy vehicle/highway sys-
tems (IVHS) to reducing transportation’s greenhouse gasiymtion. PATH
Technical Memorandum 91-04, California PATH, Berkeley, ,04SA, August
1, 1991. Available at: http://www.path.berkeley.edu/Pi#Publications/PDF/
TECHMEMOS/TECH_MEMO-91-04.pdf

[214] S.E. Shladover. The California PATH Program of IVHSearch and its approach to
vehicle-highway automation. IRroceedings of the IEEE Intelligent Vehicles Sym-
posium (V) pages 347-352, Detroit, MI, USA, June 29 — July 1, 1992.

[215] S.E. Shladover. Highway electrification and autooatiUCB-ITS-PRR-92-17, Cal-
ifornia PATH, Berkeley, CA, USA, 1992. Available at: httpulvw.path.berkeley.
edu/PATH/Publications/PDF/PRR/92/PRR-92-17.pdf

[216] S.E. Shladover. Review of the state of developmentdsaaced vehicle control
systemslInternational Journal of Vehicle System Dynamiz4(6—7):551-595, 1995.

[217] S.E. Shladover. Progressive deployment steps lgadimard an automated highway
system. Transportation Research Record: Journal of the TranspgaitaResearch
Board, (1727):154-161, 2000.

[218] S.E. Shladover. Modelling and control issues for endated highway system$ro-
ceedings of the Institution of Mechanical Engineers — Padburnal of Systems &
Control Engineering215(4):335-343, August 19, 2001.

[219] S.E. Shladover. Automated vehicles for highway opens (automated highway
systems).Proceedings of the Institution of Mechanical Engineers # PaJournal
of Systems & Control Engineering19(11):53-75, February 2005.

[220] S. Skogestad and I. Postlethwaitdultivariable Feedback Control — Analysis and
Design John Wiley & Sons, Inc., Chichester, UK, 1996. ISBN: 0-471330-4.

[221] S. Slater, editor. Multifunctional automotive radetwork (RadarNet). Final Report,
Deliverable D40, Version 0.5, European Commission, Brigs&elgium, Novem-
ber 25, 2004. Available at: http://www.radarnet.org/pedtions/zip/radarnet_final_
report_public.pdf

[222] Speed management. Report number 752006 02 1 P, OECGDBplod Research Cen-
tre, Paris, France, October 2006. ISBN: 92-821-0377-3.il&bke at: http://cemt.
org/pub/pubresearch.htm

[223] J.S. Stadler. Adaptive importance samplindeEE Journal on Selected Areas in
Communicationsl1(3):309-316, April 1993.


http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/2001/PRR-2001-18.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/TECHMEMOS/TECH_MEMO-91-04.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/TECHMEMOS/TECH_MEMO-91-04.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/92/PRR-92-17.pdf
http://www.path.berkeley.edu/PATH/Publications/PDF/PRR/92/PRR-92-17.pdf
http://www.radarnet.org/publications/zip/radarnet_final_report_public.pdf
http://www.radarnet.org/publications/zip/radarnet_final_report_public.pdf
http://cemt.org/pub/pubresearch.htm
http://cemt.org/pub/pubresearch.htm

Bibliography 227

[224] Statistics Netherlands — Centraal Bureau voor deisfigdt (CBS). Index figures
traffic density, 2007. Available at: http://statline.alifStatWeb/Start.asp?lp=Search/
Search&LA=EN&DM=SLEN

[225] R.F. Stengel and L.R. Ray. Stochastic robustnessnefli time-invariant control
systemsIEEE Transactions on Automatic Contr86(1):82—-87, January 1991.

[226] N. Storey.Safety-Critical Computer Systemsddison-Wesley Longman Ltd, Essex,
UK, 1996. ISBN: 0-201-42787-7.

[227] T. Strobel, A. Servel, C. Coue, and T. Tatschke. Cordpen on sen-
sors — state-of-the-art of sensors and sensor data fusioradtomotive pre-
ventive safety applications.  Version 1.0, European Comimis IP PRe-
VENT, Subproject ProFusion, Brussels, Belgium, July 19020 Available
at: http://prevent-ip.org/en/public_documents/defmdes/d112 code_of practice
for_the_design_and_evaluation_of adas.htm

[228] SupplierBusiness — AutoBusiness Reports & DatabaBeiver assistance systems
report. January 8, Stamford, UK, 2007. Available at: hitpww.supplierbusiness.
com/reports_endpoint.asp?id=53

[229] S. Suryanarayananand M. Tomizuka. Fault toleraatdhtontrol of automated vehi-
cles based on simultaneous stabilizationPtaceedings of the 1st IFAC Conference
on Mechatronic Systempages 899-923, Darmstadt, Germany, September 18-20,
2000.

[230] D. Swaroop.String Stability of Interconnected Systems: An Applicat®Platoon-
ing in Automated Highway Systent#hD thesis, University of California at Berkeley,
Berkeley, CA, USA, 1994.

[231] D. Swaroop, J.K. Hedrick, C.C. Chien, and P. loannogofaparison of spacing and
headway control laws for automatically controlled vehsclaternational Journal of
Vehicle System Dynami&¥(8):597-625, 1994.

[232] C.M.J. Tampére. Human-Kinetic Multiclass Traffic Flow Theory and Modellirg
With Application to Advanced Driver Assistance System®img€stion TRAIL The-
sis Series nr. T2004/11, The Netherlands TRAIL Researclh@cbelft University
of Technology, Delft, The Netherlands, December 17, 2088N: 90-5584-060-2.

[233] F. Tango, A. Oyaide, and O.J. Gietelink. The SASPENG&€-speed and safe-
distance) system as a new approach to support drivers:itatlemaluation phase. In
Proceedings of the 6th European Congress and Exhibitiomeglligent Transport
Systems and Services (IT8alborg, Denmark, June 18-20, 2007.

[234] F. Tango and A. Saroldi. System specifications. Dedilbee D20.34, European
Commission, IP PReVENT, Subproject SASPENCE, Brusseldgilda, June 9,
2005. Available at: http://www.prevent-ip.org/en/publilocuments/deliverables/
d2034_system_specifications.htm

[235] F. Tango and A. Saroldi. Towards a new approach in sdpmpdrivers func-
tion: specifications of the SASPENCE system.Piioceedings of the 5th European


http://statline.cbs.nl/StatWeb/Start.asp?lp=Search/Search&LA=EN&DM=SLEN
http://statline.cbs.nl/StatWeb/Start.asp?lp=Search/Search&LA=EN&DM=SLEN
http://prevent-ip.org/en/public_documents/deliverables/d112_code_of_practice_for_the_design_and_evaluation_of_adas.htm
http://prevent-ip.org/en/public_documents/deliverables/d112_code_of_practice_for_the_design_and_evaluation_of_adas.htm
http://www.supplierbusiness.com/reports_endpoint.asp?id=53
http://www.supplierbusiness.com/reports_endpoint.asp?id=53
http://www.prevent-ip.org/en/public_documents/deliverables/d2034_system_specifications.htm
http://www.prevent-ip.org/en/public_documents/deliverables/d2034_system_specifications.htm

228 Bibliography

Congress and Exhibition on Intelligent Transport Systents Services (ITSpages
614—-620, Hannover, Germany, September 13-15, 2005.

[236] R. Tempo, G. Calafiore, and F. Dabbefandomized Algorithms for Analysis and
Control of Uncertain System&pringer-Verlag, London, UK, 2005. ISBN: 1-85233-
524-6.

[237] R. Tempo and H. Ishii. Monte Carlo and Las Vegas randenhalgorithms for sys-
tems and control: An introductiofEuropean Journal of Controll 3:189—-203, 2007.

[238] A. Thean, M. van EIk, C. Lievers, K. Labibes, W. van deaf, and J. Kleijweg.
Design and validation of a virtual FMCW radar for automotagplications. IrPro-
ceedings of the 5th EUROSIM Congress on Modelling and Stioaj&aris, France,
September 6-10, 2004.

[239] I. Theis and J. Guldner. Reliability prediction of fatolerant automotive systems.
SAE Paper Serig$2000-01-1049):9-15, 2000.

[240] S. Tokoro, K. Moriizumi, T. Kawasaki, T. Nagao, K. Aband K. Fujita. Sensor
fusion system for pre-crash safety system.Phoceedings of the IEEE Intelligent
Vehicles Symposium (IM)ages 945-950, Parma, Italy, June 14-17, 2004.

[241] R. van Tongeren, O.J. Gietelink, B. De Schutter, andvsthaegen. Traffic mod-
elling validation of advanced driver assistance system®raceedings of the IEEE
Intelligent Vehicles Symposium (I\Wages 1246-1251, Istanbul, Turkey, June 13-15,
2007.

[242] A. Touran, M.A. Brackstone, and M. McDonald. A colbsi model for safety eval-
uation of autonomous intelligent cruise contrélccident Analysis and Prevention
31(5):567-578, September 1999.

[243] J.R. Treat. A study of precrash factors involved irffiteaccidents.HSRI Research
Review 10(6):1-35, May — June 1980.

[244] S. Tsugawa, M. Aoki, A. Hosaka, and K. Seki. A survey cégent IVHS activities
in Japan.Control Engineering Practiceb(11):1591-1597, November 1997.

[245] J. Tung. Enhanced test and verification capabilit@egimodel-based desigBAE
Technical Paper Serie2006-01-1445, 2006.

[246] A. Vahidi and A. Eskandarian. Research advances @iligént collision avoidance
and adaptive cruise controlEEE Transactions on Intelligent Transportation Sys-
tems 4(3):143-153, September 2003.

[247] J. VanderWerf, S.E. Shladover, M.A. Miller, and N. Kfanskaia. Effects of adaptive
cruise control systems on highway traffic flow capacifyransportation Research
Record: Journal of the Transportation Research Bod®@00:78-84, 2002.

[248] P. Venhovens, K. Naab, and B. Adiprasito. Stop and g@ercontrol.International
Journal of Automotive Technologi(2):61—69, 2000.



Bibliography 229

[249] P.J.T. Venhovens, J.H. Bernasch, J.P. Lowenau, Hi€keR and M. Schraut. The
application of advanced vehicle navigation in BMW drivesiatance systemsSAE
Technical Paper Seried999-01-0490, 1999.

[250] D.J. Verburg. PreScan, physics in control — a simakatind verification environ-
ment for intelligent vehicle systems. Product informatihreet, TNO Science and
Industry, Helmond, The Netherlands, 2007. Available atp:htvww.prescan-tno.
com/fileadmin/files/PreScanBrochure.pdf

[251] D.J. Verburg, A.C.M. van der Knaap, and J. Ploeg. VEHIkveloping and testing
intelligent vehicles. IProceedings of the IEEE Intelligent Vehicles Symposium (IV
volume 2, pages 537-544, Versailles, France, June 17-02, 20

[252] M. Verhaegen and V. Verdulfiltering and System Identification: A Least Squares
Approach Cambridge University Press, New York, NY, USA, May 2007.BN8
978-0521875127.

[253] L. Verhoeff, D.J. Verburg, H.A. Lupker, and L.J.J. Keis. VEHIL: A full-scale test
methodology for intelligent transport systems and vekieled subsystems. Fro-
ceedings of the IEEE Intelligent Vehicles Symposium, (peyes 369-375, Detroit,
MI, USA, October 2000.

[254] M. VidyasagarA Theory of Learning and Generalizatio8pringer-Verlag, London,
UK, 1997. ISBN: 3-540-76120-9.

[255] M. Vidyasagar. Statistical learning theory and ramdzed algorithms for control.
IEEE Control Systems Magazins(6):69-85, December 1998.

[256] N. Virtanen, A. Schirokoff, J. Luoma, and R. Kulmala. mpacts of an
automatic emergency call system on accident consequencedinistry of
Transport and Communications Finland, Finnish R&D Progremon Real-
Time Transport Information AINO, Helsinki, Finland, Jamya6, 2006.
Available at: http://ec.europa.eu/information_sodi@tyivities/esafety/doc/esafety
forum/ecall/ecall_safety effects_finland_summary.pdf

[257] L. Vlacic, M. Parent, and F. Harashima, editotstelligent Vehicle Technologies —
Theory and Applications Butterworth-Heinemann, Oxford, UK, 2001. ISBN: O-

7506-5093-1.
[258] VWolvo Car Corporation. New collision warning with autbrake helps
prevent rear-end collisions, August 28, 2007. Press releas Avail-

able at: http://www.volvocars.us/footer/about/NewsErdnts/News/default.htm?
item=CACBEE20-779F-4CE7-8026-308B4E699E73

[259] T. Watanabe, N. Kishimoto, K. Hayafune, K. Yamada, &hdlaede. Development
of an intelligent cruise control system. Rroceedings of the 2nd World Congress
on Intelligent Transport Systems and Services (|V8ume lll, pages 1229-1235,
Yokohama, Japan, November 9-11, 1995.

[260] K. van Wees and K. Brookhuis. Product liability for Al3Alegal and human factors
perspectivesEuropean Journal of Transport and Infrastructure Reseabfd):357—
372, 2005.


http://www.prescan-tno.com/fileadmin/files/PreScanBrochure.pdf
http://www.prescan-tno.com/fileadmin/files/PreScanBrochure.pdf
http://ec.europa.eu/information_society/activities/esafety/doc/esafety_forum/ecall/ecall_safety_effects_finland_summary.pdf
http://ec.europa.eu/information_society/activities/esafety/doc/esafety_forum/ecall/ecall_safety_effects_finland_summary.pdf
http://www.volvocars.us/footer/about/NewsAndEvents/News/default.htm?item={CACBEE20-779F-4CE7-8026-308B4E699E73}
http://www.volvocars.us/footer/about/NewsAndEvents/News/default.htm?item={CACBEE20-779F-4CE7-8026-308B4E699E73}

230 Bibliography

[261] H. Weigel, H. Cramer, G. Wanielik, A. Polychronoposijand A. Saroldi. Accurate
road geometry estimation for a safe speed applicatioRrdneedings of the IEEE In-
telligent Vehicles Symposium (I\Bages 516-521, Tokyo, Japan, June 13-15, 2006.

[262] G. Widmann, M. Daniels, L. Hamilton, L. Humm, B. Rileyl. Schiffmann,
D. Schnelker, and W. Wishon. Comparison of lidar-based addrbased adaptive
cruise control system$SAE Technical Paper Serie2000-01-0345, 2000.

[263] M. Williams. PROMETHEUS - the European research paogne for optimising
the road transport system in Europellt Colloquium on Driver Informatiojpages
1-9, London, UK, December 1, 1988.

[264] B.H. Wilson. How soon to brake and how hard to brake: fiddi analysis of the
envelope of opportunity for rear-end collision warnings.Proceedings of the 17th
International Technical Conference on the Enhanced Safeéghicles (ESV)AmMs-
terdam, The Netherlands, June 4—6, 2001.

[265] H. Winner, S. Witte, W. Uhler, and B. Lichtenberg. Adiap cruise control sys-
tem aspects and development trenSIBE Technical Paper Serie361010, February
1996.

[266] J.D. Woll. VORAD collision warning radar. IRecord of the IEEE 1995 International
Radar Conferencgpages 369-372, Alexandria, VA, USA, May 8-11, 1995.

[267] Y. Yamamura, Y. Seto, H. Nishira, and T. Kawabe. An ACE€sidn method for
achieving both string stability and ride comfort. Broceedings of the 6th Interna-
tional Symposium on Advanced Vehicle Control (AVEoshima, Japan, Septem-
ber 9-13, 2002. Paper number: 41.

[268] Y. Yamamura, M. Tabi, M. Kanehira, and T. Murakami. Bepment of an adaptive
cruise control system with stop-and-go capabi®AE Technical Paper Seriez001-
01-0798, 2001.

[269] D. Yanakiev and |. Kanellakopoulos. Nonlinear spgcpolicies for automated
heavy-duty vehicledEEE Transactions on Vehicular Technolody (4):1365-1377,
November 1998.

[270] K.Yi, I. Moon, S. Min, H.J. Yoon, N. Ryu, and K. Huh. Vatié tests of longitudinal
control algorithm for stop and go cruise control. Pnoceedings of the 6th Inter-
national Symposium on Advanced Vehicle Control (AVEGmber 11, Hiroshima,
Japan, September 9-13, 2002.

[271] K. Yiand I.-K. Moon. A driver-adaptive stop-and-gaiise control strategy. IlEEE
International Conference on Networking, Sensing and @ntolume 1, pages 601—
606, March 21-23, 2004.

[272] K. Yi and Y. Park. An investigation into a string-stablehicle following control
strategy for stop-and-go cruise contrBkoceedings of the Institution of Mechanical
Engineers — Part D: Journal of Automobile Engineeri2g.6:947-956, 2002.



Bibliography 231

[273] K. Yi, M. Woo, S. Kim, and S. Lee. Study on a road-adap@®@MW/CA algorithm for
automobiles using HiL simulationdSME International Journal Series C — Mechan-
ical Systems Machine Elements and Manufactyr{1):163-170, March 1999.

[274] P.L. Zador, S.A. Krawchuk, and R.B. Voas. Automotivdlision avoidance system
(ACAS) program. Final Report DOT HS 809 080, DOT/NHTSA, Wasjton, DC,
USA, August 2000. Available at: http://www-nrd.nhtsa.dotv/departments/nrd-12/
pubs_rev.html

[275] D.H. Zhou and P.M. Frank. Fault diagnosis and fauktaht control.IEEE Trans-
actions on Aerospace and Electronic Systedd$2):420-427,1998.

[276] K. Zhou, J.C. Doyle, and K. GloverRobust and Optimal ControlPrentice Hall,
Upper Saddle River, NJ, USA, 1996. ISBN: 0-134-56567-3.

[277] X. Zhu, Y. Huang, and J. Doyle. Soft vs. hard bounds iobabilistic robustness
analysis. InProceedings of the 35th IEEE Conference on Decision and rGlont
volume 3, pages 3412-3417, Kobe, Japan, December 11-163, 199

[278] J. Zuurbier and P. Bremmer. State estimation for irgegl vehicle dynamics control.
In Proceedings of the 6th International Symposium on AdvaMeadicle Control
(AVEC) Hiroshima, Japan, September 9-13, 2002.

[279] P. Zwaneveld and B. van Arem. Traffic effects of autcedatehicle guidance sys-
tems. InProceedings of the 5th World Congress on Intelligent Transgystems
(ITS), Seoul, Korea, October 12—-16, 1998.


http://www-nrd.nhtsa.dot.gov/departments/nrd-12/pubs_rev.html
http://www-nrd.nhtsa.dot.gov/departments/nrd-12/pubs_rev.html




Glossary

Notation and symbols

This section defines the notation conventions and the systibat are used throughout this
thesis. Unless indicated otherwise, the notation is ctersisvith S| notation and with
standard notation in the fields of control engineering, elehdynamics, and randomized

algorithms.

Convention of notation

XXX XX x X X

X X X ><* X X

Scalar

Vector

i-th element of the vector

j-th realization of the vectox

i-th element of thg-th realization of the vector
Variate

i-th variate

Matrix

Matrix element on thé-th row andj-th column
Estimated value of

A priori estimate ok

Worst-case value of

Average value ok

Time derivative ofx

Second time derivative of

Initial condition ofx

Variablex as a function of time

Variablex at time stegk

Augmented vector of

Transposed vector of

Vectorx represented in the coordinate syste@y}
Parameter vector with negative (cleared) outcodig) =0
Parameter vector with positive (non-cleared) outcodfg) = 1
Set of vectorg € Q

Set of cleared vectog € Q° C Q

Set of non-cleared vectogs € Q°* C Q

Set of vectorg)® € Q° C Q with unknown outcome
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Glossary

N
N.
N~
N+
£o,2
Nis2
N

R

5 (%)
F(s)
f*g
X
IH({w)|
Il

(X[l oo

X pow
N

f

f

a~rf
gel...]
ge{...}
()

E{x}
Pr{x}
Of/ Ox

Number of samples with negative (cleared) outcodfg) = 0
Number of samples with positive (non-cleared) outcodfg) = 1
Minimum number of samples for the sample complekity
Maximum number of samples for the sample complekity
Importance sampling PDF for the second sequence

Sample complexity for the second sequence with importaaegkng
Set of natural numbers

Set of real numbers

Functionf of x

Laplace transform of the functiof{t)

Convolution of functiong andg

Absolute value of a sigha

Magnitude of the transfer functida(s)

£ norm of a vector or signa

‘H~ norm of a vector or signad

Weighted/, norm or root mean square of a sigmnél)

Gaussian probability density function (PDF)

Estimated PDF

Vectorq is distributed according to the POB

Vector q is within an interval

Vectorq is within a set

Binomial coefficientg ey

Expectation of the value of

Probability of the everx

Partial derivative of a functiofiwith respect to the variabbe

Operators and functions

arctan
det
diag

i

In

log
mod
std
var

o
fo

Four-quadrant arc tangent operator

Determinant

Diagonal matrix

Imaginary constant

Natural logarithm (base)

Logarithm (base 10)

Modulo

Standard deviation

Variance

Importance sampling PDF on the g2t

PDF on the se@

Difference function log-likelihood

Error propagation function

Indicator function

Kernel function

Normal distribution with meap and standard deviation
Log-normal distribution with meap and standard deviation
Log-likelihood function
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Variables

Lateral tire slip angle rad
Body slip angle rad
Threshold

Uncertainty matrix

Confidence parameter randomized algorithm
Accuracy parameter randomized algorithm

Relative accuracy parameter randomized algorithm
Position accuracy m
GPS longitude °
GPS latitude °
GPS heading °
Pitch angle rad
Longitudinal tire slip angle rad
Sequential sampling optimization factor

Importance sampling reduction factor

Gipps driver model velocity ratio

Mean value

Performance measure

Air density km/m3
Standard deviation

Scaling parameter Laplace PDF rad
Time lag S
Azimuth angle rad
Importance sampling parameter vector

NI AR BRI B SO e\

> > =
[%2]

<

MeYYoeOOOT IR >PPRHEESTELSINAIpDE

Roll angle

Camber angle

Yaw angle

Rotational wheel speed
Frequency

Orientation vector
System matrix

Frontal area

Actuator

Acceleration

Input matrix

Bias

Measurement matrix
Constant

Aerodynamic drag coefficient
Change detection vector
Direct feedthrough matrix
Disturbance set

Model uncertainty set
Disturbance vector
Disturbance matrix

rad
rad
rad
rad/s
rad/s

m/<s?
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Glossary

TTIQQFrTTIYTO OO Om

=}

N

nonnmnnT TV LPCT TTOO0SFZIZIZIZ"FXX"™
=3
«

n v

Entity

Error signal

Spacing error vehicle
Relative velocity error
Spacing error

Fault matrix

Fault set

Force

Fault vector

Rolling resistance coefficient
System

Gravitational acceleration
Kernel density bandwidth matrix
Kernel density bandwidth
Height of COG or axlé
Identity matrix of dimensiom
Moment of inertia

Feedback gain matrix
Feedback gain

Time instant

Vehicle length

Wheelbase

Generalized plant

Number of simulation sets
Self-aligning moment arourmlaxis
Mass

Sample complexity

Engine speed

Dimension

Observability matrix

Object

Error covariance matrix
Power

Probability

Parameter set

Parameter vector
Transformation matrix
Radius

Residual vector

Range

Covariance matrix of multivariate PDF
Distance interval of the scenario
Sensor

Position vector

Distance

Actuator position of actuatar
Axis width of axlei

m/s

/s

kgrA

Nm
kg

pm
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S Extra safety distance m
t Quaternion
t Time S
tdelay Time delay S
th Headway time S
treac Reaction time S
tstop Stopping time S
trre Time-to-collision S
tunexp Reaction time for unexpected events s
T Torque Nm
T Duration of scenarig s
u Input signal
\% Measurement noise covariance matrix
v Measurement noise vector
\ Velocity m/s
W Process noise covariance matrix
w Process noise vector
w Warning level
X State vector
X X position m
y Output vector
y y position m
z Measurement vector
z zposition m

Subscript abbreviations

ACC
acc
AlS
bin

br
CACC
cc
cent
ch
chas
coll
comm
diff
DOE
drum
eng
feas
FN

FP
fusion

Adaptive cruise control
Accelerometer

Adaptive importance sampling
Binomial bound

Brake

Cooperative adaptive cruise control
Cruise control

Centripetal

Chernoff bound

Chassis

Collision

Vehicle-to-vehicle communication
Difference

Design of experiments

Chassis dynamometer drum
Engine

Feasible subset

False negative

False positive

Estimate of the sensor fusion system
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GPS Global positioning system
grav Gravitational

Gs Grid search

gyro Gyroscope

infeas Infeasible subset

15 Importance sampling

L Left

lat Lateral direction

long Longitudinal direction

m Measurement

max Maximum value

MB Moving base

min Minimum value

mult Multiplicative bound

R Right

r Relative value

ref Reference value

s Sensor

ss Simple sampling

st Steer

sw Software

th Throttle

thresh Threshold

time Timeliness

™ True negative

TP True positive

TTC Time-to-collision

v Related to the velocity
VeHIL Vehicle hardware-in-the-loop
vuT Vehicle under test

warn Warning

X Related to thex direction
y Related to the direction

Right subscripts and superscripts

N Gaussian

T Transpose

-1 Inverse

* Worst-case value
+ Maximum value
0

Nominal value

Minimum value

* ‘Positive’ (non-cleared) outcomd E 1)
‘Negative’ (cleared) outcomel  0)

° A priori unknown outcome
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Left subscripts and superscripts

L Local Cartesian coordinate frame of the vehicle
G Global Cartesian coordinate frame of the vehicle
¢ Global Cartesian coordinate frame of the vehicle, alignét wehicle chassis
P Polar coordinate frame of the environment sensor
w Local Cartesian coordinate frame of the wheel
Other symbols

(4 ] ADAS-equipped host vehicle
@D Target vehicle

S Vehicle center of gravity and origin of local coordinatenfra{L }

¢ Environment sensor

© Vehicle-to-vehicle communication

S Brake light

° Positive sample

° Elementg; for which someg® € Q are positive, but otheg” € Q are negative

Negative sample
Sample with unknown outcome

Revolute (rotational) joint

Prismatic (sliding) joint
End of definition

0] ¥ ©

Coordinate systems and sign conventions

Figure 9.1 illustrates the sign conventions and coordisydiems that are used in this thesis.
Since the number of vehicles in a scenario may vary, the ABAGipped host vehicle
is always designated as vehit)evith n preceding target vehicles subsequently denoted as
vehiclesi—1,...,i—n, where the order depends on how close the target vehicle is to the
host in longitudinal direction. In case of multiple preasgitarget vehicles, the front vehicle
is called the lead vehicle in a string of- 1 vehicles. The usual situation with two vehicles
results in the host being designated as vehicle 2, with theqaling target (and lead) vehicle
called vehicle 1. In schematic drawings, vehicles alwaygedirom left to right in thex
direction of the global coordinate system, unless inditatberwise. Furthermore, the host
vehicle is always depicted as a dark grey color, whereasatiget vehicles are light gray.
The vehicle velocity is depicted in thick arrows, whereasteecomponents are placed in
thin lines.
The global position information, such as latitugg°], longituden [°], and heading
¥ [°] is provided by GPS in the World Geodetic System WGS84. Forenoonvenient
use in vehicle control systems, these parameters are dramsfl (using (3.23)-(3.25)) to
a global coordinate framgG}, which is a right-handed Cartesian coordinate systery) (
with its axesx andy aligned with the longitude and latitude directions (paigtnorth and
east respectively), and centered on a local dat{gmg) on the Earth. The height of the
vehicle in thez direction is not considered. The orientation of the vehislendicated by
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Vehiclei-1: target

Viong,i-1

Vehiclei: host
v —
Yiy o

Figure 9.1: Overview of coordinate systems used in thisishes

the yaw angley. For example, the velocity; of vehiclei is composed of the velocity
component§x; and%y;.

A more appropriate way to define vehicle velocity is by a gldbeme {G'} with its
origin fixed at the origin of framéG}, but its direction vectors (denoted as ‘lat’ and ‘long’)
aligned with the central principal axes of the vehicle clseaddote that the direction vectors
in the frame{G'} refer to thelateral andlongitudinaldirection of the vehicle, and should
not be confused with the terntatitude andlongitudeas used in the WGS84 frame. For
example, the velocity;-; of vehiclei —1 is composed of the longitudinal veIoth’ymng i-1
and the lateral velocit9’v|at7i_l. The frame{G'} also defines the roll motiop and the pitch
motion# around the longitudinal and lateral vehicle axes, respelgti For ease of notation,
the longitudinal velocit)ﬁaong is often simply denoted as

The relative motion between two vehicles is measured by &iv@mment sensor in a
polar coordinate framéP}, usually in the form of range, range rate¢ and azimuth angle
¢. Furthermore, an I1SO vehicle-fixed local coordinate fring is defined with its origin
in the center of gravity of the vehicle This frame is useful for representing the relative
motion between vehicléandi -1 from the viewpoint of vehicle For example, the relative
motion between vehicles 1 and 2 from the viewpoint of vel2dkeobtained by a coordinate
transformation, where the stdbe; of vehicle 1 is represented in thecal coordinate frame
{L2} of vehicle 2,i.e, "2x;. To simplify notation, the relative motioxy between vehicles
i andi-1 is always notated from the viewpoint of the following vdhid.e., x;i. For
example, the rang®; in the polar framg/P} can be decomposed into its componénts
andy; ; in frame{L;}. Since there is no ambiguity in the case of two vehicles, ¢fegive
motion is then simply defined ag andy;. Finally, the wheel motion and tire forces are
defined in the wheel fram@\/}, with the sign convention according to 1ISO [177].

The transformations between these frames are performedghrpre-multiplication
with a transformation matrix and multiplication of the Eupmrameters:
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L5, = ZR(Gs1 - %),
th]_ = I(_;ztG[l,

whereR is the rotation matrix from framéG} to {L,} andt represents the orientation in
Euler parameters (also known as quaternions).

List of abbreviations

The table below contains an explanation of frequently usdmteviations. They are intro-
duced in every chapter, to keep the reading of a single chagifecontained. Very common
abbreviations, project acronyms, software packages, antes of organizations and com-
panies are not explained. See Figure 1.2 for a list of advhdideer assistance systems not
mentioned here.

ACC Adaptive cruise control
ADAS Advanced driver assistance system
AIS Adaptive importance sampling

CACC Cooperative adaptive cruise control
DPGS Differential GPS

EKF Extended Kalman filter
FCW Forward collision warning
FDI Fault detection and isolation

FMCW  Frequency-modulated continuous wave
FMECA Failure modes, effects and criticality analysis

FTA Fault tree analysis

FTC Fault-tolerant control

GPS Global positioning system

HIL Hardware-in-the-loop

HMI Human-machine interface

iid Independent identically distributed
ITS Intelligent transportation system
MIL Model-in-the-loop

PCS Pre-crash system

PDF Probability density function
PreScan Pre-crash Scenario analyzer
RMS Root mean square

SIL Software-in-the-loop

TTC Time-to-collision

VeHIL Vehicle hardware-in-the-loop
VUT Vehicle under test
VVC Vehicle-to-vehicle communication
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Summary

Design and Validation of Advanced Driver Assistance System

Olaf Gietelink

The ever increasing societal cost of road traffic in termsazkeasibility, safety, and sus-
tainability, has stimulated the development of advancedassistance systems (ADASS).
An ADAS is a control system that uses environment sensingnfrave driving comfort
and traffic safety, by assisting the driver in recognizing aeacting to potentially dan-
gerous traffic situations. Examples of ADASs are adaptivéser control for automatic
car-following; forward collision warning systems that wahe driver of imminent rear-
end collisions; and pre-crash systems that improve thetéfémess of safety restraints and
subsequently minimize injury severity, by activating thieefore a collision occurs.

As discussed in Chapter 1, car manufacturers and suppfi&B3ASs face several chal-
lenges in the development of these systems. First, withrtbeeasing complexity of the
system and its environment, the ADAS must satisfy incredgistringent requirements for
performance€.g, stability, car-following behavior, and comfort) and dedability (e.g,
safety, reliability, and fault tolerance). In the secondagl, during the design phase of an
ADAS, fault-tolerant control methods are necessary to taaindependable performance
throughout the parameter seg., the combined set of traffic scenarios, disturbances, and
failure modes. Furthermore, an important aspect of thalattn phase is to accurately
reproduce the conditions under which the control systematps. Finally, the validation
phase must be made more efficient, by covering a representatbset of the parameter
set with a minimum sufficient number of simulations and ekpents. The main objective
of this thesis is therefore to develop an efficient modekdasethodological framework
and associated tools for the design and validation of ADABeh that the performance and
dependability of these systems can be guaranteed.

Validation of the system'’s dependability, is particuladlfficult, because of the increas-
ing complexity of the ADAS, the vehicle, and its traffic emnment. To characterize this
environment, Chapter 2 presents a microscopic traffic mdeohded on test data from a
field-operational test. In addition, the ADAS is affecteddigturbances, such as driver in-
fluence and measurement noise. Another safety-criticedfés the occurrence of faults in
environment sensors, satellite navigation, and veh@leehicle communication systems.

To manage these faults, Chapter 3 presents an approachitetci@rant state estimation
of both the host vehicle state and the inter-vehicle motfgeneralized observer scheme
is designed for detection and isolation of faults in vehgthte sensors. Another fault man-
agement system handles the fusion of redundant targeniiafown that is obtained from an
environment sensor and received through vehicle-to-lelsimmmunication. Fortunately,
faults are rare events, but this also makes it hard to validiet fault management system. It
is very time-consuming to identify all potential failure oes and it is difficult to reproduce
the test conditions and failure modes under which the cosygiem operates.

Chapter 4 therefore presents dedicated tools for desigrvaithtion of ADASs. To
support the initial design of the ADAS, the simulation eoviment PreScan is extended
with the microscopic traffic model to enable representativeulation of traffic scenarios.
In addition, a unique tool for design and validation of ADASgresented and evaluated:
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vehicle hardware-in-the-loop (VeHIL) simulation. The \itHaboratory allows an ADAS-
equipped vehicle to be tested in an artificial environmehgne surrounding traffic is em-
ulated by robot vehicles. In that way, VeHIL can resolve najghe difficulties associated
with human-in-the-loop test drives, while still having datevely high level of reliability
due to the connection with real hardware. VeHIL is not meaméplace simulations or test
drives, but to form an efficient link between them. Consedjyethe number of iteration
loops in the development process can be reduced, savingaticheosts. However, gener-
ation of a representative set of test vectors is crucial teficient and effective validation
program using PreScan, VeHIL, and test drives.

Chapter 5 therefore combines the use of these three to@S¢Bn, VeHIL, and test
drives) in a methodological framework for design and valataof ADASs, based on ran-
domized algorithms. This probabilistic approach cannatwerthat the system has ade-
quate performance and dependability. However, when wepaecésmall) risk of failure,
a randomized algorithm is able to obtain an efficient estndtthe performance and de-
pendability of the system. An important characteristichadde algorithms is the number
of simulations and experiments that is required to deteemihether the ADAS meets its
requirements. The conventional Chernoff bound on this sampmplexity has been re-
duced to a significantly lower bound that provides a sufficrermber of samples through
a sequential approach to the validation problem. In additopriori information on the
system behavior can be included in the test schedule, satkh most relevant subsets in
the parameter set are investigated. Furthermore, an ad#@piportance sampling algorithm
is developed that enables to use a more efficient repregantdtthis subset.

A major advantage of this methodology is that the number gfiired PreScan simu-
lations and VeHIL experiments can already be predicted affenited trend study. This
enables the priori allocation of the appropriate time and resources that ayeimed for
the validation of an ADAS. This makes the methodology comsiily more efficient than
conventional simulation techniques and the current pradf trial-and-error test drives. It
results in a test schedule definition with a minimum numbesiwfulations and test runs,
such that the performance and dependability of an ADAS caguaeanteed, given a de-
sired level of accuracy and confidence. Within this framéwithre purpose of PreScan is
to provide a preliminary validation of the ADAS using the ptige importance sampling
algorithm. The role of VeHIL is to validate the simulation ded, as well as refine the sim-
ulation results. Finally, test drives are used to confirmRheScan and VeHIL results. The
added value of the methodology is demonstrated with three studies.

Chapter 6 provides the validation of a driver information avarning system for safe
speed and safe distance. VeHIL experiments show that theivgaand intervention algo-
rithms should be fine-tuned to further improve the deperidabi the system. Chapter 7
has presented a control algorithm for cooperative adaptivise control that can achieve a
string-stable following behavior by using environmentsiag and vehicle-to-vehicle com-
munication. It is further shown that feedback of the acelen of preceding vehicles
enhances the comfort, stability, and safety of the longitaidcontrol function. In Chap-
ter 8 a pre-crash system is tested in non-destructive amdgeptative pre-crash scenarios.
For this purpose the VeHIL concept has been modified, sudfathahicle equipped with a
pre-crash system can be approached by a target vehiclelesghc This allows to test the
performance and dependability of reversible passive ativkagafety restraints. MADYMO
simulations and VeHIL experiments have demonstrated tle¢ydaenefit of a pre-crash sys-
tem, consisting of both a belt pretensioner and a braketassitem.
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Samenvatting

Ontwerp en Validatie van Rijtaakondersteunende Systemen
Olaf Gietelink

De alsmaar toenemende verkeersproblematiek omtrenkbageheid, veiligheid en duur-
zaamheid heeft de ontwikkeling gestimuleerd van rijtaalerateunende systemen (een ‘ad-
vanced driver assistance system’ oftewel ADAS). Een digkgelgelsysteem heeft als doel
het rijcomfort en de verkeersveiligheid te verbeteren doa@del van het herkennen van
en reageren op potentieel gevaarlijke verkeerssituatgoehulp van omgevingssensoren.
Voorbeelden zijn adaptieve snelheidsregeling voor autisetaafstand houden; systemen
die de bestuurder waarschuwen bij een dreigende botsim@ssieve veiligheidssystemen
die reeds geactiveerd worden vlak voordat een botsinggiléradit.

Zoals besproken wordt in Hoofdstuk 1, staan autofabrika@teeveranciers van ADAS
voor een aantal uitdagingen in de ontwikkeling van dezeesysh. Ten eerste moet een
ADAS, vanwege de toenemende complexiteit van het systeenijrenmgeving, voldoen
aan strenge eisen op het gebied van stabiliteit, volggetdetgouwbaarheid, veiligheid en
fout-tolerantie. Ten tweede, tijdens het ontwerp van eei\802ijn fout-tolerante regel-
technieken nodig om betrouwbare prestaties te garandereralle mogelijke combinaties
van verkeersscenario’s, verstoringen en faalmogelijghedn het systeem (de parameter
set). Bovendien is het belangrijk om tijdens de validatimatuurgetrouw mogelijk de om-
standigheden te reproduceren waaronder het ADAS moetifungcen. Ten slotte moet het
validatieproces efficiénter gemaakt worden door een reptaseve subset van de parame-
ter set af te dekken met een minimaal vereiste hoeveelhwigdaiies en experimenten.

Validatie van de systeembetrouwbaarheid is vooral mkeiinwege de toegenomen
complexiteit van het ADAS, het voertuig en de verkeersorimgev Om deze omgeving
te karakteriseren, beschrijft Hoofdstuk 2 een microsatpiserkeersmodel, gebaseerd op
testdata van een praktijkproef. Verder is een ADAS onddghaan verstoringen, zoals
bestuurdersinvioeden en meetruis. Een andere veiligkrtidshe factor is het optreden
van fouten in omgevingssensoren, satellietnavigatie pentuig-voertuig-communicatie.

Om deze fouten te beheersen, behandelt Hoofdstuk 3 een aeetbor fout-tolerante
toestandsschatting voor zowel de beweging van het egduwggeals tussen voertuigen on-
derling. Een gegeneraliseerd stelsel van toestandsschatbrdt ontworpen dat fouten in
voertuigsensoren kan detecteren en lokaliseren. Een aveed-tolerant systeem is ver-
antwoordelijk voor de fusie van informatie die binnenkond de omgevingssensor en
voertuig-voertuig-communicatie. Gelukkig komen foutehden voor, maar dit maakt het
ook moeilijker om deze fout-tolerante systemen te validekéet kost namelijk veel tijd om
alle mogelijkheden voor systeemfalen op te sporen en hebé&lijk om de exacte omstan-
digheden van de fouten te reproduceren waarmee de ADA3asrde maken krijgt.

Hoofdstuk 4 introduceert daarom specifieke werktuigen Varontwerp en validatie
van ADAS. Ten behoeve van waarheidsgetrouwe verkeersaiimwian een ADAS wordt
de simulatieomgeving PreScan uitgebreid met het micrascbverkeersmodel. Boven-
dien wordt een uniek werktuig voor het ontwerp een validedie ADAS geintroduceerd en
geévalueerd: ‘vehicle hardware-in-the-loop’ (VeHIL) silatie. Het VeHIL laboratorium
voorziet in het testen van een met ADAS uitgerust voertuigan kunstmatige omgeving,
waarbij andere verkeersdeelnemers worden hagebootstatmmivoertuigen. Op die manier
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slaagt VeHIL er in om de gebruikelijke problemen van tetgritmet menselijke bestuurders
op te lossen, terwijl de betrouwbaarheid toch gegarandeerdt door het gebruik van een
echt voertuig. VeHIL is daarom niet bedoeld ter vervangiag simulaties of testritten,
maar juist om deze werktuigen efficiént op elkaar aan te lakgiten. Daardoor kunnen
de doorlooptijd en de ontwikkelingskosten in het ontwikkgsproces worden verminderd.
Echter, het definiéren van een representatieve set vamtdsten is cruciaal voor een effi-
ciént en effectief testprogramma dat gebruik maakt vandzeS/eHIL en testritten.

Hoofdstuk 5 combineert daarom deze drie werktuigen (PmeSdaHIL en testritten)
in een methodologisch raamwerk voor het ontwerp en vaédath ADAS, gebaseerd op
toevals-algoritmen. Deze probabilistische aanpak karbeieijzen dat een systeem voldoet
aan de eisen voor prestaties en betrouwbaarheid. Wanneschier een (kleine) faalkans
accepteren, is een toevals-algoritme wel in staat om eanégifie schatting van de presta-
ties en betrouwbaarheid van het systeem te bepalen. Eemgbigta eigenschap van deze
algoritmes is het aantal simulaties en testen dat nodig iedrapalen of het ADAS voldoet
aan de gestelde eisen. Door middel van een sequentiélekaaapdnet probleem wordt
de conventionele Chernoff limiet van deze steekproefgeogereduceerd tot een signifi-
cant lagere waarde. Daarnaast kan informatie over hetesygtedrag van te voren in het
testprogramma worden opgenomen, zodat de meest relevdrgets uit de parameter set
onderzocht worden. Bovendien wordt een algoritme voor eéaptéef gewogen steekproef
ontwikkeld dat een efficiéntere weergave van deze subsetigeb

Een belangrijk voordeel van deze methodologie is dat hetahaareiste PreScan si-
mulaties en VeHIL testen reeds voorspeld kan worden na eperkte trendstudie. Dit
maakt het mogelijk om van te voren de benodigde testtijd etdeien te bepalen die ver-
eist zijn voor de validatie van een ADAS. Dit maakt de metHodie aanzienlijk efficiénter
dan conventionele simulatietechnieken en proefondeelijrdesten. Dit resulteert in een
testprogramma met een minimaal aantal simulaties en tesiarmee de prestatie en be-
trouwbaarheid kan worden aangetoond, gegeven een gewensté&eurigheid en vertrou-
wen. Binnen dit raamwerk is het doel van PreScan om een vaigdovalidatie te geven
met behulp van de adaptief gewogen steekproef. De rol varilVetHom het simulatie-
model te valideren, evenals de simulatieresultaten tejwvenfi Ten slotte worden testritten
gebruikt om de PreScan en VeHIL resultaten te bevestigeto&gevoegde waarde van de
methodiek wordt aanschouwelijk gemaakt met behulp vanpiektijkgevallen.

Hoofdstuk 6 behandelt de validatie van een waarschuwing@fermatiesysteem dat
een bestuurder een veilige afstand en veilige snelheidadsti VeHIL experimenten tonen
aan dat de waarschuwingsalgoritmes van dit systeem moeaisdew verfijnd om de be-
trouwbaarheid verder te verbeteren. In Hoofdstuk 7 wordtregelalgoritme voor codpe-
ratieve adaptieve snelheidsregeling ontwikkeld dat esbietvolggedrag tot stand brengt
met behulp van omgevingsdetectie en voertuig-voertuigmanicatie. Er wordt verder
aangetoond dat terugkoppeling van het acceleratiesigmaaboorliggers het comfort, de
stabiliteit en de veiligheid van de longitudinale voerteigeling verbetert. In Hoofdstuk
8 wordt een actief veiligheidssysteem getest dat reedsegbdibotsing reageert. Voor dit
doel is het VeHIL concept aangepast, zodat een voertuigsdatgerust met een dergelijk
systeem zeer dicht genaderd kan worden met een robotwpéntaiet-destructieve maar
wel representatieve ongevalscenario’s. Hierdoor kan d&img en betrouwbaarheid van
omkeerbare passieve en actieve veiligheidssystemen woetest. MADYMO simulaties
en VeHIL experimenten hebben laten zien dat een systeenetatig maakt van een gor-
delspanner en een actieve remhulp de veiligheid van inzigte kan verhogen.
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