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Preface

As long I can remember, I have been fascinated by anything that drives, flies, or floats. This
fascination and my desire to know ‘how things work’ encouraged me to take up a career
in technology and study mechanical engineering. After finishing my studies, I thought
had left university for good and joined the Netherlands Organisation for Applied Scientific
Research TNO. During my first year at TNO, several projects onadvanced driver assistance
systems, as well as the plans for the construction of the VeHIL laboratory, encouraged me
to investigate this research area in more depth. This resulted in the formulation of a Ph.D.
project, and by 2003 I was back at university again for a few days a week. Some years
later I can look back at a turbulent experience, which allowed me to work at the forefront of
technology and to learn a great deal on many topics, not in theleast place in personal areas.

Besides moments of euphoria, every Ph.D. project has its pitfalls and disappointments.
Nevertheless, I could always count on my supervisors, who motivated me to explore new
ideas in this exiting field of research. I am therefore especially grateful to Michel Verhaegen
and Bart De Schutter at the Delft Center for Systems and Control (DCSC) of Delft Univer-
sity of Technology, and Jeroen Ploeg at TNO Science and Industry who have supervised the
work in this thesis. I have always been impressed with the ingenuity of Bart’s comments on
my manuscripts, and I could not think of a better and more committed supervisor. On the
practical side of my research, Jeroen played an important role in managing the never-ending
troubles of practical demonstrator vehicles and acting as asounding board on the practical
application of theoretical research. His perseverance in getting things done has contributed
significantly to the results in this thesis. Bart and Jeroen,thank you so much for your help
and support over the past years! I also would like to thank theother members of the Ph.D.
examination committee for their time and effort in reviewing the manuscript.

Furthermore, I am grateful to Leo Kusters for his help in setting up the initial project
proposal. It was his vision that led to the construction of the VeHIL laboratory, and he played
an important role in obtaining the financial support from TNOand TRAIL Research School.
I would also like to thank Ben Jansen, Marjolein Baart, and Cees Ruijgrok of TNO Traffic
and Transport for their confidence in my proposal. Furthermore, the financial support of the
European 6th Framework Network of Excellence ‘HYCON’ and the Transport Research
Centre Delft of Delft University of Technology is gratefully acknowledged.

Many colleagues at the Integrated Safety department of TNO in Helmond have con-
tributed to this thesis in one way or the other through their collaboration in research projects.
I would especially like to thank Rob van de Pijpekamp, Bart Scheepers, Chris Huijboom,
Edwin Stierman, Zoltán Papp, Martijn Koopman, and Pieter Schutyser for their support in
several VeHIL projects. Furthermore, Joris Coolen, Fred Gordebeke, and Ton Ratten took
care of the instrumentation, preparation, and maintenanceof prototype vehicles that were
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used as demonstrators in the case studies. Stefanie Buijssen, Floris Leneman, Dirk Verburg,
Marcel Wantenaar, and Walter Renes, amongst others, were responsible for the continuous
improvement of the simulation environment PreScan and developing some of the simula-
tion models that were implemented in the simulation work of this thesis. Ineke Glaser of
the TNO Information Services department has been very helpful with collecting literature.

The case studies in this thesis have been carried out in conjunction with other TNO
projects, such as the AV3 project, in which Kamel Labibes, Paul Lemmen, Johan van den
Heuvel, Wannes van der Mark, and Christiaan Lievers contributed to the results of Chapter
8. Similarly, the test results of the cooperative adaptive cruise control system, presented
in Chapter 7, were carried out within the framework of the TNOSUMMITS program,
for which Falke Hendriks and Friedes Lameris supported the VeHIL experiments and test
drives. Together with Sven Jansen, Dehlia Willemsen, Mark Lammers, and Hans-Martin
Duringhof, I also participated in the PReVENT subproject SASPENCE. I would like to
thank all project partners and especially Andrea Saroldi from Centro Ricerche FIAT for
their collaboration in this European project, which contributed to the results of Chapter 6.

I would also like to thank Minoo Shah of Delphi Corporation and co-workers for the
pleasant collaboration in the VeHIL pre-crash testing project and writing a joint paper on
the topic. The release for publication of the test results with a driver warning system by
DAF is also acknowledged.

During the summer of 2004 I stayed at the California PATH program as a visiting scholar
to collaborate on research on advanced driver assistance systems, fault management, and
related research topics. I would like to thank Jim Misener for his help in arranging this visit,
and Steve Shladover, Xiao-Yun Lu, Delphine Cody, and Swe Kuang for their collaboration
during that period. The financial support through a Travel Grant from the Netherlands
Organisation for Scientific Research NWO is greatly appreciated.

I am grateful to all the students whom I had the chance to supervise during their in-
ternship and or Masters thesis at TNO: Freek Liefhebber, Raimond Haan, Arnoud van den
Dobbelsteen, Wei Huang, and Robin van Tongeren. Their work and practical assistance
provided a substantial contribution to this thesis.

The fellow Ph.D. students and the secretaries at the DCSC department have always made
the research work go easier. I could always turn to them for help on formalities, LATEX,
MATLAB , English writing style, and other topics. I am especially grateful to Redouane
Hallouzi for his collaboration on fault management research, which contributed to Chapter
3, writing a joint paper, supervising students, and carpooling to Delft for many years.

Furthermore, I am fortunate to be surrounded by so many good friends. Several of
them, especially Wessel and my fellow Ph.D. students and paranimfs Matthijs and Rutger
took the effort of reviewing the manuscript and providing out-of-the-box suggestions on my
research. During these years we also kept ourselves mutually motivated on our research,
but also made sure that we had the necessary distraction fromit.

My parents Peter and Ylva have always been there for me and provided me with the
skills to succeed in my academic achievements, which culminated in this thesis. Finally,
there are not enough words to thank Hester for her endless love and support. During many
evenings, weekends, and holidays over the past years she hadto relinquish a lot of our time
together. She always stood by me with happy and motivating words, and I thank her for that
with all my heart. I look forward to our journey together in years to come.

Olaf Gietelink
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Chapter 1

Introduction

This thesis starts in Sections 1.1 and 1.2 with an overview ofsocietal problems and techno-
logical solutions in the field of road traffic. The problem formulation is derived in Section
1.3. Section 1.4 defines the thesis objectives and Section 1.5 presents the outline of this the-
sis. Finally, Sections 1.6 and 1.7 summarize the contributions and publications that resulted
from this thesis.

1.1 The cost of road traffic to society

Since its introduction over a century ago, the automobile has enabled individual mobility
for an ever growing part of humankind. The passenger car provides multi-purpose flexible
transportation, and plays an important economic, social, and cultural role in human society.
Unfortunately, motorized traffic also has several adverse effects on society:

• Accessibility: With the dramatic increase of cars on the road since the 1950s, traffic
congestion is an ever growing problem. Within the past 25 years, traffic congestion
has increased by almost 1000 %, as illustrated in Figure 1.1.Not only are traffic jams
a source of driver discomfort, they are also responsible forincreased fuel consumption
and lost productivity. A recent study by the European Commission [49] shows that
these external costs of traffic congestion will increase to 1% of the gross domestic
product (GDP) of the European Union (EU) by 2010.

• Sustainability: According to the World Health Organization, road traffic isthe main
source of urban air pollution and accounts for more than one quarter of greenhouse
gas emissions [42]. It therefore has a significant effect on the natural environment,
not only on a local scale (smog), but also globally (climate change). In addition, air
pollution has major implications for public health. The external costs in terms of air
pollution, fuel consumption, climate change, noise pollution, and landscape effects
are estimated at 6 % of the EU GDP.

• Safety: The human cost of road traffic is also increasing. Another study by the World
Health Organization shows that worldwide, an estimated 1.2million people are killed
in road accidents every year and as many as 50 million are injured [187]. These
figures are expected to increase by about 65 % over the next 20 years. Throughout the

1
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Figure 1.1: Indexed trends in mobility [108], traffic congestion [224], greenhouse gas emis-
sions [155], andNOx air pollution [49] for the EU. Future estimated trends are also shown.
The trend for other hazardous exhaust emissions is similar to that forNOx.

world, road safety is thus one of the largest public health issues, but has not yet been
fully recognized as such. The external costs amount to 5 % of the GDP, and the global
cost is over US$ 500 billion, even without attaching a cost topsychological stress and
suffering experienced by survivors and their families.

Accidents are an important source of traffic jams [224], and vice versa, traffic congestion
increases the accident risk [203]. Congestion also aggravates air pollution [211], such that
a joint solution to the above-mentioned problems is advisable. Figure 1.1 shows that these
problems will continue to grow, unless there is new commitment to prevention. Government
policies,e.g., by the European Commission [49], are therefore directed atimplementing
stringent regulations and supporting research and development programs. The EU goals are
to halve the number of accidents by 2010 [50], cut back hazardous emissions [53], reduce
global warming related CO2 emissions from passenger cars [54], and reduce congestion in
order to retain economic competitiveness [50].

Examples of policy measures for fighting congestion are traffic management systems
and road tolling. Emission standards (e.g., the European Euro I–IV standards) define limits
on exhaust emissions, and have been quite successful in reducing hazardous emissions, as
shown in Figure 1.1. However, CO2 emissions are likely to increase by 2 % per year due to
the large increase in road traffic.

Although the total number of vehicle accidents is rising, Figure 1.2 shows that the rel-
ative level of vehicle safety, expressed per distance traveled, has improved. This increase
in passenger safety is primarily due to advances inpassive safety, such as increased crash-
worthiness and the introduction of seat belts and airbags. Unfortunately, many possibilities
for improvement in passive safety have now been exhausted, and the safety potential seems
to have flattened out. Advanced technology is expected to play an important role in further
alleviating the societal problems of road traffic.
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Figure 1.2: Total number of road accidents and fatalities per total distance traveled, indexed
on 1965 data for the EU [108]. In addition, the graph shows when passive safety systems
(which reduce fatalities in case of an accident) and active safety systems (which assist in
avoiding an accident) have first been introduced (or are expected to be introduced) to the
market, as well as the expected safety potential of these systems [89, 118, 274].

1.2 Advance of intelligent transportation systems

Due to advances in micro-electronics, there is an increasing trend in the automotive industry
to integrate sensors, actuators, microcomputers, and information processing for the engine,
drivetrain, suspension, and brake systems. The first steps in this direction were digitally
controlled combustion engines and cruise control systems in the 1970s. This was paralleled
by the development of electronic braking and advanced vehicle handling functions in order
to increase vehicle safety by means ofactive safety, as shown in the historical overview by
Isermannet al. [115]. Thesedriver assistance systems, such as anti-lock braking system
(ABS), traction control system, brake assist, and electronic stability control (ESC), offer
possibilities for improving traffic safety by assisting thedriver in his driving task. Especially
the mass introduction of ABS [26] and ESC [151] have contributed to the steady decrease
in the relative number of road fatalities in the 1990s, as shown in Figure 1.2.

In addition, several active front steering systems and evenfour-wheel steering are be-
ing introduced to improve lateral vehicle stability. Furthermore, active roll stabilization and
(semi-)active suspension systems have been implemented invehicles to resolve the conflict
between driver comfort and vehicle handling [111]. To exploit the full potential of control-
ling longitudinal, lateral, and vertical vehicle dynamics, there is a clear need towards the
use of drive-by-wire technology for vehicle actuators, such as electronic throttle control,
electromechanical braking, electronic transmission control, and steer-by-wire [115].

For further improvement in accessibility, sustainability, and safety, there is also a huge
potential within the field ofintelligent transportation systems(ITS). ITS is a collective
term that covers technology supported services for participants in the traffic system, such
as pedestrians, drivers, fleet managers, road authorities,and public transport operators. ITS
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incorporates a wide range of commercial (e.g., logistics systems, electronic toll collection)
and public (e.g., traffic control, public transport systems) services usinginformation and
communication technology. It also coversadvanced driver assistance systems(ADASs),
which have the potential to significantly reduce the number and severity of road accidents.
An ADAS is defined as a vehicle control system that uses environment sensors to improve
driving comfort and/or traffic safety by assisting the driver in recognizing and reacting to
potentially dangerous traffic situations.

Research into these intelligent vehicle systems has been initiated by car manufacturers,
research organizations, and government-industry partnerships in the 1980s, most notably
in Europe within the PROMETHEUS project [263] and subsequent European Framework
Programmes; in the USA within the California PATH (Partnersfor Advanced Transit and
Highway) program [214] and the Intelligent Vehicle Initiative [94]; and in Japan within the
Advanced Safety Vehicle program [164]. As a result of these research programs, most car
manufacturers currently have a wide range of intelligent vehicle systems on the market that
intend to increase driving comfort and traffic safety. Figure 1.3 provides an illustration of
some of the systems that are currently available to customers or that are under development.
As reviewed in more detail by Shladover [216], Tsugawa [244], and Bishop [18], these
systems can be categorized according to the hierarchical levels of the driving task:

• Driver information systemsaim to support the driver on thestrategic levelof the driv-
ing task. Although the driver remains in full control, his situation awareness can be
increased by additional information [249]. Examples are advanced route navigation,
traffic sign recognition, night vision, and adaptive light control.

• Driver warning systemssupport the driver on themaneuveringlevel of the driving
task and actively warn the driver of a potential danger. The driver can then take
appropriate actions in order to mitigate or completely avoid the dangerous event.
Examples are parking assistant, lane departure warning assistant, blind spot warn-
ing, intersection collision warning, driver drowsiness warning, and forward collision
warning systems [176].
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• Intervening systemsprovide active support to the driver on thecontrol level of the
driving task. These systems are able to take over longitudinal or lateral control of
the vehicle and perform parts of the driving task automatically, such as lane keeping
[116], intelligent speed adaptation [30], and adaptive cruise control (ACC) [265].

• Integrated passive and active safety systemsinclude all systems (including some of
the above) that work towards vehicle safety in a cooperativemanner [62], as illus-
trated in Figure 1.4. During normal driving the driver is informed about the traffic
environment and any potential danger. If there is no driver reaction to this informa-
tion, a warning may be issued to indicate the need for corrective measures. As the
time to collision decreases to several seconds, systems mayactively assist in avoiding
the collision. In addition to conventional passive safety systems that are activateddur-
ing the crash, the crash severity can be mitigated by deploying safety measuresbefore
the actual collision occurs. For example, autonomous emergency braking during the
last second before the collision can reduce the impact speed. Other examples of these
pre-crash systemsare seat belt pre-tensioners (at 500 ms) [240] and optimization of
the airbag deployment (at 10 ms) [166]. After an incident, emergency response ser-
vices may also be alerted through an automatic emergency call system (eCall) [256].

• Fully automated systemsare the next step beyond driver assistance, and operate with-
out a human driver in the control loop. Automated highway systems use fully au-
tomated passenger cars that drive autonomously on dedicated lanes, and have been
a topic of intense research, most notably by the California PATH program [215].
Automated highway systems are expected to significantly benefit traffic safety and
throughput [212], but are currently not considered for short-term introduction [219].

As human error is a contributing factor in more than 90 % of allaccidents [243], it is
likely that ADASs have great potential for reducing the number of traffic accidents. Ac-
cording to several surveys (e.g., [89, 118, 274] and the references therein), ADASs may
even prevent up to 40 % of traffic accidents, depending on the type of ADAS, the accident
scenario, and the traffic environment. Apart from an increase in traffic safety and driving
comfort, it is expected that ADASs will also reduce traffic congestion [22], exhaust gas
emissions [109], and CO2 emissions [213]. On the other hand, a few studies have shown
that some ADASs only have a limited, or even negative, effecton traffic safety or traffic
flow [247, 279]. It seems that the penetration level, as well as the implementation policy,
are determining factors for the impact of ADASs on road safety and traffic efficiency [47].
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1.3 Problem formulation

Despite potential benefits for accessibility, sustainability, and safety, the current market
penetration of ADASs is limited [93]. Main challenges in this respect are liability exposure
[260], regulatory issues [246], the cost-benefit ratio [52], and customer acceptance [16].
This relates to several problems faced by manufacturers in the development of ADASs.

Problem 1: Lack of quantitative requirements and evaluation criteria

Field-operational tests have shown that customers will only accept a system that intervenes
in their driving task if automatic control functions (e.g., automatic braking) offer supe-
rior performance and blend in naturally with their own driving behavior [58]. Moreover,
drivers will expect an ADAS to meet stringent requirements regardingdependability, which
is defined as the trustworthiness of asafety-criticalcomputer system to deliver the desired
performance in spite of operating conditions, disturbances, and failure modes [141]. The
demand for dependability naturally increases with increasing automation of the vehicle’s
driving task, since the driver must be able to fully depend onthe ADAS. Failure of an au-
tomatic safety system simply cannot be tolerated,e.g., automatic deployment of a pre-crash
belt pre-tensioner should be executed if, and only if, a crash is imminent and unavoidable.
However, it is often difficult to define quantitative requirements for performance and de-
pendability, since there are currently no specific standards for ADASs available. An ADAS
is therefore often designed ‘as well as possible’, and a qualitative assessment is carried out
to judge whether the system is ‘good’ enough to be introducedon the market.

Problem 2: Increasing complexity of the system and its environment

An associated problem is that dependability is difficult to guarantee with the increasing
complexity of automatic vehicle control systems. Today, software and electronics account
for up to 40 % of the total development costs of a passenger car[195]. This figure is ex-
pected to rise even further, as the increasing trend towardsautomatic safety systems implies
a growing number of sensors, actuators, and control systemsimplemented in embedded
systems. In addition, the integration of several ADASs and the interaction with other ve-
hicle control systems creates ever morecomplexsystems. A system is said to be complex
when the level of interactions reaches the point where they cannot be thoroughly planned,
understood, anticipated, and guarded against [147].

The interaction with a human driver introduces even more complexity, since, unlike a
skilled pilot in an aircraft, a driver has not been trained touse an ADAS and can behave
unpredictably to warnings or automatic intervention. Drivers will also differ considerably
in reaction time and skill in operating the system. This putshigh demands on the control
system and how it communicates with the driver in an unobtrusive way. Furthermore, the
interaction with other road users in the traffic environmentadds yet another level of com-
plexity to the design of these systems. All these interactions may introduce unforeseen
situations, which further complicates the design of the ADAS.

Problem 3: Challenges in robust and fault-tolerant control

The complex system design must be able to handle all kinds of disturbances, environmen-
tal conditions, and other operating conditions. The controller must therefore be extremely
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robust against these perturbations. Furthermore, faults may occur in sensors, actuators,
communication systems, and computer hardware and software, which may degrade the sys-
tem dependability. One aspect that contributes to dependability is fault-tolerantbehavior,
i.e., to maintain operational behavior in spite of faults [115].Advanced fault-tolerant control
techniques for sensor and actuator systems have already been applied in the aerospace in-
dustry for years [182], but are relatively new to the field of automotive mechatronic systems
[115]. Fault-tolerant control in the unstructured environment of an automobile, subjected to
a complex set of disturbances and failure modes, is therefore a challenging issue.

Problem 4: Difficulties in the validation of complex systems

In order to show that an ADAS exhibits adequate performance with high dependability,val-
idation of a safety-critical control system is meant to determine whether disturbances and
faults are handled correctly. Therefore, the ADAS must be tested for the wide variety of
complex traffic situations that the system should recognizeand manage. ADASs are there-
fore usually tested by test drives on a test track, but it is impossible to cover all operating
scenarios by exhaustive testing. It is especially difficultto accurately reproduce the condi-
tions and failure modes under which the control system operates. Due to disturbances, test
drive results may also be unreliable and difficult to analyze. Extensive safety precautions
must be taken to ensure the safety of test drivers and prototypes during safety-critical scenar-
ios. Consequently, manufacturers are facing longer development times, whereas they have
an increasing desire for a shorter time-to-market of their products. Obviously, the costs for
the validation process increase. It is estimated that testing and evaluation of an automotive
control system may take up to 50 % of the total development costs [100].

Problem 5: Lack of reliable simulation tools and methods

To facilitate the design and validation, simulation tools are increasingly employed in the
automotive industry. Simulations are relatively cheap andare ideal for analyzing and under-
standing the physical relations between the vehicle’s components and the performance of
the control system. However, the correctness of the simulation results is strongly dependent
on the simulation model, the simulation parameters, and theinterpretation by the simulation
engineer. Simulation of an ADAS control system, integratedwith environment sensors and
actuators, is especially difficult because of the complexity that is involved in modeling sen-
sors, actuators, vehicle dynamics, and the traffic environment. This underlines the need to
take model uncertainty into account during the design and simulation process of the control
system. On the other hand, during evaluation of the product,test personnel often do not
have detailed modeling insight in the system. It is therefore desired to have the capability
to assess the performance and dependability of black box systems, but still be able to de-
rive potential critical scenarios from the design phase. Vice versa, it is advisable to have
an easy feedback of validation results to the control designphase. This interaction between
design and validation has motivated a trend in the automotive industry towards the use of
model-based design, where the simulated control system is used throughout the develop-
ment cycle, and directly generates the real-time code [245]. A prerequisite for model-based
design is the availability of accurate simulation models and the capability to validate these
models. However, with regard to ADAS development, these tools and methods are currently
not adequate. Not only the design, but especially the validation of ADASs, thus requires a
growing effort in the development process of these systems.
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1.4 Objectives and scope of this thesis

In view of the above problem formulation, the main objectiveof this thesis can be defined:

To develop an efficient model-based methodological framework and associated
tools for the design and validation of advanced driver assistance systems, such
that the performance and dependability of these systems canbe guaranteed.

The problem formulation and thesis objective can be furtherdecomposed into four research
objectives that are covered within the scope of this thesis:

1. Define quantitative requirements for performance and dependability.

2. Improve the performance and dependability of ADASs.

3. Develop tools and methods for model-based design and validation.

4. Make the validation process more efficient.

Objective 1: Define quantitative requirements for performance and dependability

The ADAS performance is directly related to the impact that the system has on the soci-
etal issues mentioned earlier. This thesis specifically focusses on performance measures
related to traffic safety, driver comfort, and traffic flow. Animportant starting point is the
definition of quantitative performance measures and corresponding evaluation criteria for
different ADAS types. In addition, quantitative measures for dependability should be de-
fined, in terms of reliability, safety, and fault-tolerance. The operating conditions, for which
an ADAS should meet these requirements, must be investigated. Especially microscopic
traffic modeling with respect to inter-vehicle behavior is of interest, since this constitutes
the environment, in which the ADAS operates. In addition, disturbances and failure modes
that perturb the vehicle and its components must be identified.

Objective 2: Improve the performance and dependability of ADASs

Under the influence of these perturbations, the controller must exhibit adequate and depend-
able performance. Fault tolerance is an important system attribute for increasing that de-
pendability. Especially in case of sensor faults, the operation of an ADAS is safety-critical,
due to the dependence on reliable information on the traffic environment. Methods for fault
detection and subsequent fault-tolerant control must therefore be investigated and extended
for application in ADASs.

Objective 3: Develop tools and methods for model-based design and validation

Obviously, it must be validated whether the performance anddependability of ADASs meet
their requirements. The Netherlands Organisation for Applied Scientific Research (TNO)
[175] has recognized the importance of this validation issue. TNO has developed specific
tools, such as the modeling environment PreScan that enables reliable simulation of sen-
sors, vehicle dynamics, and traffic scenarios [250]. In addition, TNO has built a laboratory
for efficient and accurate testing of ADASs using vehicle hardware-in-the-loop (VeHIL)
simulations [74]. In the VeHIL laboratory, an ADAS-equipped vehicle can be tested in a
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Figure 1.5: Scope of this thesis within the relevant research areas.

near-realistic traffic environment. PreScan and VeHIL havethe potential to significantly ac-
celerate the development process of ADASs. An important objective is therefore to integrate
the use of PreScan and VeHIL with existing test tools, such astest drives, and complement
the current automotive development process.

The representativeness of these simulation tools, compared to a real traffic environment,
must be investigated in terms of traffic behavior, sensor signals, and vehicle dynamics. Any
model uncertainty should be incorporated in the test program and associated with the reli-
ability of the test results. This illustrates the need for accurate simulation models and the
capability for validation of these models. Another objective is to investigate the relation be-
tween PreScan simulations and VeHIL experiments for the purpose of this model validation.

Objective 4: Make the validation process more efficient

In order to make the validation process moreefficient, the use of the validation tools must
be optimized to reduce the number of tests and simulation time, and consequently reduce
development time and costs. More specifically, it is of interest to know how many PreScan
simulations and VeHIL tests are required to guarantee the performance and dependability of
an ADAS, and which scenarios should be tested. The main objective is therefore to derive a
suitable test program that sufficiently (and efficiently) covers a representative subset of the
entireparameter set(the combined set of operating conditions and failure modes), given
a specific ADAS and specific requirements. Important issues in increasing this efficiency
are efficient sampling techniques, obtaining a representative parameter subset, and obtain-
ing some kind of guarantee on the outcome, even without exactknowledge on the control
structure. Alternatively, with insight in the control structure available, the validation results
should be used for improving the control system design.

Scope of this thesis

As the field of research of intelligent vehicle systems is very broad, it makes sense to limit
the scope of these objectives, as illustrated in Figure 1.5.First of all, the main focus of
the methodological framework is on thevalidationmethods within the development cycle.
The actualdesignof ADASs is limited to the design of a fault-tolerant controlsystem for
cooperative ACC. Furthermore, the ADASs are limited to longitudinal control and warn-
ing systems, which are validated on system level. Lower-level verification and higher-level
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certification procedures are only briefly discussed. Related non-technical issues, such as
user acceptance and legal issues are not covered in this thesis, nor are the subjective ele-
ments of driver behavior. However, we do invest in the development of a driver model for
microscopic traffic simulation, which is relevant for ADAS validation. For the simulation
strategy, use is made of randomized algorithms and design ofexperiments theory.

1.5 Outline of this thesis

The research objectives presented in the previous section will be investigated using the
structure that is illustrated in Figure 1.6.

Chapter 2 starts with an overview of state-of-the-art ADASs, as well as a functional de-
composition into enabling technologies. A number of challenges that currently exist within
the ADAS development process are identified. These are further explored by defining re-
quirements and evaluation criteria for performance and dependability. The operating condi-
tions for ADASs are also investigated by defining a parameterset of generic traffic scenarios
using a microscopic traffic modeling approach. In addition,disturbances and failure modes
that may perturb the controller are identified.

Chapter 3 presents methods to increase the dependability of control systems by fault
management. State-of-the-art methods for fault detectionand fault-tolerant control are
briefly summarized. These methods are extended to a system for sensor fault detection and
fault-tolerant state estimation, which is implemented andtested in a demonstrator vehicle.

The challenges in design and validation are further explored in Chapter 4. A review of
state-of-the-art tools for ADAS development illustrates the problems that are associated with
these tools. The simulation environment PreScan and the VeHIL laboratory are presented
as a solution to these problems. VeHIL and PreScan are extended and integrated with the
existing tools to complement the ADAS development process.Several examples illustrate
the use of VeHIL for specific purposes, such as sensor calibration and system validation.

Chapter 5 reviews and extends state-of-the-art validation methods to form the method-
ological framework for this thesis. After a summary of randomized algorithms theory, a new
efficient validation method using adaptive importance sampling is presented. The added
value and validity of this method is illustrated with a case study involving a simple linear
controller. Finally, the method is integrated with the testtools (PreScan, VeHIL, and test
drives) in a methodological framework for the design and validation of ADASs.

In order to demonstrate the practical relevance of the methodological framework for
various types of ADASs and various phases of the developmentprocess, it will be applied
to several case studies.Chapter 6 presents a case study involving a driver information and
warning system for safe speed and safe distance. The focus ofvalidation is on driver-related
aspects, such as the timeliness and dependability of the warning function.

Chapter 7 presents a new algorithm for cooperative ACC in order to increase the driver
comfort, traffic flow, and safety of automatic car-following. This control system also in-
corporates the fault-tolerant state estimation that was presented in Chapter 3. This control
system is validated for string stability, and dependability issues, such as fault-tolerance.

Due to their safety-critical nature, pre-crash systems require a different approach for
validation. InChapter 8 the methodological framework is therefore modified and applied
to a pre-crash system. The focus in this chapter is on verification of the sensor processing
software and validation of the dependability of the integrated system. The development
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process is also extended to benefit assessment for these types of safety systems.
In addition to the conclusions at the end of each chapter,Chapter 9 presents the main

conclusions of this thesis. The results of this thesis are critically reviewed, and both the
added value and the limitations of the methodology are presented. This chapter also pro-
vides recommendations for future research.

1.6 Contributions of this thesis

This section summarizes the contributions of this thesis tothe state of the art.

Definition of quantitative requirements and parameter set

An important result is the development of quantitative requirements and criteria for the vali-
dation of ADASs in terms of performance and dependability. Furthermore, the parameter set
to which an ADAS is subjected is identified. For this purpose,a microscopic traffic model,
including new models for inter-vehicle behavior, is developed. In addition, an accidentology
analysis is performed to identify the most critical pre-crash scenarios.

Efficient tools and methods using adaptive importance sampling

An efficient methodological framework for the design and validation of ADASs is developed
on the basis of the defined requirements and parameter set. The randomized algorithm that
has been developed provides a guarantee on the required number of tests to obtain a desired
accuracy and confidence level on the outcome of the validation process. Although this
number is an upper bound and not minimal, the number of required tests is still considerably
smaller than in a test program using conventional test methods.

The tools that are used in this methodology have been developed by TNO, while this
thesis has focussed on extension and integration of these tools within the methodologi-
cal framework. The simulation environment PreScan is extended for application of the
methodological framework. Furthermore, the unique VeHIL laboratory is presented, which
is specifically developed for testing ADASs. This facility is extended to include methods for
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fault injection to analyze the capability of fault management systems. Due to the integration
of these tools in the model-based automotive development process, VeHIL facilitates the
transition from simulations to test drives. These test drives can be performed with a higher
confidence and less risk, when the ADAS has already been thoroughly tested in VeHIL.

Fault-tolerant state estimation and control

A new method for fault-tolerant control of a cooperative ACCsystem is developed. State
information from the host vehicle and target vehicles, obtained from environment sensors
and vehicle-to-vehicle communication are fused to obtain areliable estimate of the relative
motion between vehicles. This analytical redundancy enables smooth and safe traffic flow
in a string of vehicles, even in the event of safety-criticalfaults. The benefit of this fault-
tolerant controller is shown with test results from an experimental demonstrator setup.

Practical relevance of the results

The development of tools and methods to address the challenges that are currently faced by
the automotive industry has significant practical relevance. The methodology and associ-
ated tools allow car manufacturers and suppliers of ADASs todevelop these systems in a
more efficient way, and quantitatively validate the performance and dependability. In this
way, it is expected that application of this methodology leads to lower development costs
and a shorter time-to-market of ADASs. The added value for the automotive industry is
illustrated with several prototype demonstrators. Furthermore, with the recent introduction
of ADASs on the market, there is a desire for unambiguous evaluation criteria and stan-
dardized homologation procedures. A new experimental setup is therefore proposed for
pre-crash testing in VeHIL, complementary to existing homologation procedures.

1.7 Publications by the author

Most of the material presented in this thesis has been previously presented at conferences,
published in peer-reviewed journals, or submitted for future publication. The survey of
ADASs and review of challenges in the development process inChapter 2 is based on [82].
The material on forward collision warning algorithms in this chapter has been published in
[168] and the traffic scenario modeling for ADASs is based on [241]. The method for fault
detection in Chapter 3 has been submitted for publication ina journal [79].

The review of methods and tools for development of ADASs, as well as the VeHIL
laboratory in Chapter 4 have been presented in [74]. The methods for fault injection have
been published in [73, 83]. The application of VeHIL in various phases of the development
process has been published in [44, 136]. The probabilistic approach for validation of ADASs
in Chapter 5 has been presented at several conferences [71, 75, 84] and published in [76].
In addition, the extension of this approach to adaptive importance sampling was presented
at a conference [77] and is also submitted for publication ina journal [78].

The application of this methodology to the case study in Chapter 6 has been published in
[233]. The case study in Chapter 7 has been presented at a conference [190] and submitted
for publication in a journal [80]. The PreScan simulations of the pre-crash system in Chapter
8 have been published in [85] and the MADYMO simulations in [146]. The corresponding
VeHIL test results have been published in [81, 145].



Chapter 2

Advanced driver assistance
systems

The previous chapter has outlined the scope of this thesis, which is further explored in this
chapter. The goal of this chapter is to define quantitative requirements for design and vali-
dation of advanced driver assistance systems (ADASs), as was stated in Objective 1 on page
8. Sections 2.1 and 2.2 review the state of the art in ADASs andtheir enabling technolo-
gies, including the challenges this involves for controller design and validation. The re-
sulting requirements for performance and dependability are formulated in Section 2.3. The
ADAS should meet these requirements for a wide range of traffic scenarios, disturbances,
and faults, subsequently discussed in Sections 2.4 and 2.5.Finally, Section 2.6 summarizes
the chapter.

2.1 Overview of the state of the art in ADASs

Figure 2.1 provides an overview of the various types of ADASsand their future deployment
paths. This roadmap distinguishes between systems for longitudinal and lateral assistance
[46], and their gradual integration towards fully autonomous driving [217]. Since this field
of research is very broad, this chapter only gives a brief summary of the ADAS control
algorithms and technologies that are relevant for this thesis. The state-of-the-art overview
is restricted to systems for longitudinal assistance, since these are quite generic from a
functional point of view and are expected to have a significant safety potential [89]. For a
more comprehensive overview the reader is referred to several references [18, 47, 228].

2.1.1 Forward collision warning systems

Forward collision warning systems (FCW) target a major crash type: rear-end collisions.
FCW systems warn drivers of an imminent collision, such thatthe driver can take appropri-
ate corrective actions in order to mitigate or to completelyavoid a collision. Since its intro-
duction by Nissan in 1988 [181], several FCW systems have been developed. The warning
algorithms use distance-based, deceleration-based and time-based measures, as presented
in [57, 126]. These algorithms are briefly summarized below.

13
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Figure 2.1: ADAS roadmap for applications and technologies. Refer to the Glossary and
Figure 1.2 for an explanation of the terminology.

Critical braking distance

Most collision warning algorithms issue a warning when the current range to an object (the
headway)xr is less than thecritical warning distance swarn [28, 133, 176, 274]. The warning
then allows the driver to stop or approach no closer than a designated distances0 behind a
stopped or decelerating target vehicle. The calculation ofswarn is illustrated by Figure 2.2,
which shows a host vehiclei and target vehiclei − 1, each with statexi =

[

xi vi ai
]T

,
wherexi is position,vi velocity, andai acceleration of vehiclei. The figure also indicates
the vehicle lengthLi , the headwayxr, i = xi−1 − xi − Li , and the relative velocityvr, i = vi−1 − vi.
Assuming constant values for the host vehicle maximum braking capabilityai,max, and for
the accelerationsai−1 andai, three possible scenarios should be distinguished, due to the
discontinuity in acceleration that occurs at standstill [264]: (a) an initially moving target
vehicle stops prior to the host vehicle, (b) the target is still in motion when a potential
collision would occur, or (c) the target is initially stopped. To determine which case applies,
the target vehicle stopping timetstop,1 and host vehicle stopping timetstop,2 are calculated:

tstop,1 = −
v1

a1
, (2.1)

tstop,2 = treac−
v2 + a2treac

a2,max
, (2.2)

wheretreac is the driver reaction time. For each of these cases the critical warning distance
swarn can then be calculated as follows:

swarn=



















v2treac+ 1
2a2t2

reac−
(v2 + a2treac)

2

2a2,max
+

v2
1

2a1
+ s0 if tstop,1 ≤ tstop,2 and tstop,1 6= 0,

−vrtreac− 1
2art2

reac+
(vr + artreac)

2

2(a1 − a2,max)
+ s0 if tstop,1 > tstop,2 or tstop,1 = 0,

(2.3)

with ar = a1 − a2 the relative acceleration.
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Figure 2.2: Development over time of possible scenario configurations for forward collision
warning: (a) an initially moving target vehicle (light) stops prior to the host vehicle (dark),
(b) the target is still in motion when a potential collision would occur, or (c) the target is
initially stopped. The length of the bold arrows gives an indication of the absolute vehicle
speed.

Using field-operational test drives with subject drivers, warning algorithm (2.3) has been
empirically optimized for use in several commercial FCW systems [41, 208] to give warn-
ings corresponding with natural driver behavior. Unfortunately, this type of algorithm will
also warn drivers when they intend to perform a late lane-change maneuver, since the algo-
rithm only considers longitudinal vehicle motion. As a result, drivers may find the system
conservative and become less sensitive to future warnings.This illustrates the need for
appropriate warnings to the driver.

Required deceleration

Instead of specifying a critical braking distance, a warning can be issued when a threshold
of maximum braking capabilityamin is crossed by the required decelerationaref to prevent
a collision [168]. To avoid a collision by a safety margins0, aref is given by

aref =



















a1v2
2

2a1 (treacv2 − xr + s0) + v2
1

if tstop,1≤ tstop,2 and tstop,1 6= 0,

a1 (xr − s0) − 1
2v2

r

treac
(

1
2treaca1 + vr

)

+ xr − s0
if tstop,1 > tstop,2 or tstop,1 = 0.

(2.4)

The critical warning distance algorithm (2.3) that was developed by the US National High-
way Traffic Safety Administration (NHTSA) [28] has been transformed into an algorithm
for required deceleration within the CAMP project [132]. Anempirically optimized value
for aref was established as

aref =

{

0.685a1 − 0.086(v1 + a2treac) − 1.617 if tstop,1 ≤ treac,

0.685a1 − 0.086(vr + artreac) − 0.833 if tstop,1 > treac.
(2.5)

Time-to-collision

As investigated in [132], a less conservative algorithm canbe obtained by using a time-based
measure, such as the frequently used time-to-collision (TTC), denotedtTTC. The TTC refers
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to the time it would take for a collision to occur, considering the current vehicle motion.
Assuming constant velocities, the basic TTC measuretTTC is defined by

tTTC = −
xr

vr
. (2.6)

Alternatively, the acceleration of both vehicles can be included in the calculation, such

that the TTC can be solved from−vr(t)±
√

vr(t)2−2xr(t)ar (t)
ar(t)

. However, since the target vehicle
acceleration may change unexpectedly and is difficult to estimate, this method produces a
noisy signal. We therefore use (2.6) as the TTC measure.

A warning is issued when the TTC in (2.6) is below a threshold that allows the driver
enough time to react. However, if the TTC is less than the driver reaction timetreac, the
driver will not benefit from warnings, and the system may activate automatic emergency
braking [208]. The correspondingcritical braking distance sbr is then

sbr = vrtreac+ 1
2a2t

2
reac. (2.7)

Time headway

Another time-based measure is the time headway

th =
xr

v2
, (2.8)

where a warning can be issued when the time gap to a preceding vehicle is below a certain
threshold value,e.g., when a driver istailgating behind another vehicle [28]. However, the
criticality of a traffic situation is not always correlated to a specific time headway.

Probabilistic approach

Since the deterministic algorithms described above are based on a fixed structure, disagree-
ment between the human drivers and the system response always exists. Deterministic
algorithms may therefore be too conservative in some, or notresponsive enough in other
scenarios. Instead, a probabilistic approach can be used, where sensor data is provided to
a Kalman filter [119]. This allows to estimate the probability for an evasive maneuver, and
issue a warning at a certain collision probability. Alternatively, the collision probability can
be estimated by an on-line Monte Carlo simulation of possible scenarios [131].

Safety potential

Evaluation of FCW systems with field-operational tests has demonstrated the safety po-
tential and increased driver comfort [133]. However, the safety advantage of FCW is still
limited, because of the little time available for the driverto react in case of a real collision
threat. On the other hand, a more conservative warning algorithm will cause driver nui-
sance. Therefore, the market penetration of FCW systems in passenger cars has been low
[93]. In the truck market on the other hand, FCW has been more successful [266], since
professional drivers can be trained to respond more appropriately to a warning and tolerate
any false alarms.

To further increase traffic safety, FCW can be extended with automatic braking to form
a collision avoidance system, which only intervenes after the driver ignores a warning, as
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Figure 2.3: Schematic representation of an ACC system, which controls the ACC-equipped
vehicle 2 to follow the target vehicle 1 with equal velocity at a desired safe distance.

in algorithm (2.7). However, in case a driver attempts an avoidance maneuver himself,
automatic braking may interfere with the control by the driver. A more promising approach
is therefore to integrate a warning function with adaptive cruise control, as discussed next.

2.1.2 Adaptive cruise control systems

Mitsubishi introduced adaptive cruise control (ACC) in 1995 as the first automatically in-
tervening ADAS [259], soon followed by other car manufacturers [194, 209, 265]. There is
a vast amount of literature on ACC systems (see [125] and the references therein), and only
a short outline of the basic control configuration is given here.

Velocity control

The function of ACC is to maintain the cruise control velocity vref,CC, selected by the driver,
where the desired accelerationaref is given by a simple proportional controller

aref = KCC(vref,CC − v2), (2.9)

with KCC> 0 the proportional gain for the velocity errorvref,CC − v2.

Distance control

ACC maintains the cruise control velocity, unless another vehicle in front is judged to be
too close considering the current speed. As illustrated in Figure 2.3, the control objective of
the ACC is to reach the same speed as the preceding vehicle at adesired safe distancexref.
The ACC is designed to respond like an attentive human driver, in order to regulate both the
spacing errorex = xref − xr and the speed tracking errorev = vref − vr to zero. This is usually
accomplished by the combination of a control law that computes a reference acceleration
aref and an acceleration controller that tracks this reference acceleration as well as possible.
The desired accelerationaref is usually given by proportional feedback control ofex andev:

aref = −K2ev − K1ex, K1,K2 > 0. (2.10)

Since the desired relative velocityvref is obviously equal to zero, (2.10) is rewritten as

aref = K2vr + K1(xr − xref). (2.11)
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The desired distancexref is often proportional to a time headwayth, which can usually
be set manually between 1 and 2 seconds. The feedback gainsK1 andK2 are a nonlinear
function of a number of state variables (usuallyxr, v2, vr, andth), tuned in order to achieve
a natural following behavior [271]. This results in the constant time gap control law:

aref = K2vr + K1 (xr − thv2 − s0) . (2.12)

In practice, gain scheduling is used to tuneK1 andK2 for specific scenarios, and (2.12) is
implemented using PID techniques [269]. In casearef cannot be achieved automatically, a
warning is issued to the driver, indicating that the driver should overrule the brake control.

Advantages and challenges

A field-operational test by NHTSA of an integrated ACC/FCW system [176] has demon-
strated increased levels of comfort and safety when using ACC systems in a highway envi-
ronment. On the other hand, several authors (e.g., [161]) show that ACC may have negative
influence on traffic throughput, due to the increased headwaybetween vehicles. Despite
its safety potential, ACC is still marketed as a comfort system rather than a safety system,
and the braking capacity is usually limited to around−3 m/s2 [106]. This prevents a harsh
deceleration, should a false alarm occur. ACC can thereforenot be regarded as a colli-
sion avoidance system. In emergency situations, the driverhas to take over, and remains
fully responsible for the vehicle maneuvering. Depending on the tuning of (2.12), there is
a significant difference in performance between various systems currently available on the
market. In some situations the driving behavior does not seem natural, which may result in
potentially dangerous situations, as shown by a recent benchmark of several commercially
available ACC systems [201].

This also relates to the current range of ACC sensors of around 200 m, which is not
sufficient for timely recognition of an oncoming traffic jam or other potential danger further
ahead. Furthermore, potential obstacles may not be detected by the environment sensor due
to road curves or when they are blocked by other vehicles. Moreover, in high-density traffic
(with short time headways), the ACC-advised time gap is relatively large, which can lead to
many cut-ins and can be perceived as uncomfortable.

ACC is turned off automatically when the velocity drops below a threshold value (about
30 km/h). ACC systems are therefore extended with a stop-and-go function (sometimes
referred to as ‘low-speed ACC’). Stop-and-go offers the possibility for automated longitu-
dinal control in cluttered environments, such as traffic jams and city environments, and has
recently been introduced on the market by Nissan [268]. Stop-and-go places high require-
ments on the capabilities of the sensorial platform, because of the complexity of low-speed
traffic (e.g., pedestrians, bicycles, short distances, crossings) [188, 248, 270].

2.1.3 Pre-crash systems

In some circumstances a collision cannot be avoided, even ifthe driver is assisted by an
ADAS. In this case it makes sense for an intelligent vehicle control system to at least
mitigatethe collision. The objective of a pre-crash system (PCS) is to improve the effec-
tiveness of safety restraints and subsequently minimize injury severity, by activating them
beforea collision occurs, in case this collision is assessed as imminent and unavoidable.
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The concept of using radar for pre-crash sensing was alreadyinvestigated in the 1970s
[90], but was hampered by the low performance and reliability of early radar systems. The
first PCS on the market therefore only used information from vehicle state sensors (such
as ABS and roll-over detection sensors) [202]. But with the arrival of low-cost short-range
environment sensors, PCSs have become an intensive research topic [4, 5] and the first
radar-based PCS has been introduced on the market in 2003 [97]. A PCS usually includes a
collision warning function,e.g., by using vibration of the seat belt [128, 134].

When a collision becomes unavoidable, reversiblepassiverestraints are used to mitigate
the collision severity. An example is the activation of the belt pre-tensioner, such that the
driver is brought into a better position for the airbag to work effectively. Pre-crash sensor
data can also be used to optimize the activation of irreversible passive restraints, such as the
deployment characteristics of an airbag (multi-stage, trigger time, etc.) [166].

The effects of the collision can also be mitigated byactivesafety measures, such as
brake assist functions [65] or even autonomous emergency braking [258]. Such a system
for collision mitigation by braking will not actuallypreventthe collision, but will still reduce
the impact speed considerably. Furthermore, the activation of external airbags for pedestrian
protection is currently under investigation [158].

PCSs are especially safety-critical systems to test, sincethis requires the recreation of
a collision to validate the operation of the PCS. Furthermore, the safety benefit must be
evaluated for a wide range of collision events, which placeshigh demands on the accuracy
and update rate of the sensor. In the next section we will therefore discuss some technical
challenges that still lie ahead.

2.2 Enabling technologies for ADASs and their challenges

The previous section has shown the potential of ADASs for greatly increasing both driving
comfort and vehicle safety. However, these systems rely on several enabling technologies
that can be identified from the functional decomposition in Figure 2.4:

• Sensorsto monitor the vehicle state and the surrounding traffic environment.

• Controllersto perform sensor fusion, obstacle identification, obstacle tracking, deci-
sion logic, and generation of command signals for the warning display and actuators.

• Human-machine interfaceto provide the interface between the decision logic of the
ADAS and the driver.

• Actuators, such as engine and brake system, to carry out the desired vehicle motion.

• Communicationto allow information exchange between all functional blocks.

In the following subsections these technologies will be discussed, as far as they are relevant
for the thesis. The integration of these functions with mechanical and electronic compo-
nents, together with machine intelligence is defined with the termmechatronics[112]. An
ADAS typically is a mechatronic system in the sense that it integrates vehicle dynamics, en-
gine, brake system, embedded control systems, and sensors,and interacts with several other
vehicle control systems. The drawback of this increasing integration and interaction is that
ever more complex control systems are created, which causessome considerable technical
challenges [218].
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Figure 2.4: General functional decomposition of an ADAS.

2.2.1 Environment sensor technology

Modern passenger cars are already equipped with sensors formeasuring the host vehicle
state, such as wheel speed sensors (velocityv), gyroscopes (yaw ratėψ), and accelerometers
(accelerationa). In addition, ADASs use environment sensors to detect other road users and
road infrastructure. State-of-the-art sensors are based on a variety of technologies, such as
radar, lidar, machine vision, infrared, ultrasonic, and range imaging. This section gives only
a brief overview of the basic characteristics and some technical challenges that are relevant
for this thesis. For a more comprehensive overview of sensortechnology, the reader is
referred to [139, 227].

Radar systems

ADAS sensors are often based on radio detection and ranging (radar) technology. Pulse
radars send short pulses of radar energy, and the reflectionsof these pulses are received by
an antenna, such that the traveling time of the pulse, proportional to the traveled distance,
is determined. The relative velocity is determined using the Doppler effect. In order to im-
prove detection accuracy, continuous wave radars transmita constant beam of radar energy
by an illuminator. The reflected radar wave, received by a separate antenna, has a frequency
that is slightly higher or lower than the original radar frequency due to the Doppler shift,
from which the relative velocity to an object can be calculated. A frequency-modulated con-
tinuous wave (FMCW) radar is continuously transmitting a wave of which the frequency is
modulated. By measuring the difference in frequency between the transmitted and received
signal, the time between transmission and reception of the wave can be determined, and sub-
sequently the range to the object. The reader is referred to [1] for a more detailed overview
of automotive radar systems.

Long-range radar systems for use in ACC systems usually operate at the 77 GHz fre-
quency. They have a range up to 200 m, but a poor short range detection, as well as a
small beamwidth and limited angular resolution. For increased performance in stop-and-
go applications, short-range radar has been developed, based on 24 GHz technology. For
further improvement of short-range accuracy ultra-wide band technology can be used, for
which the 24 GHz frequency has been allocated by the EuropeanCommission in 2004 [51].
Ultra-wide band technology will also be used at the 77 GHz frequency after 2013 [221].

The main trade-off in radar design occurs with respect to thebeamwidth. Too wide of
an azimuth or elevation angle will result in ‘ghost targets’from side barriers or overhead
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structures, whereas a small beamwidth will not allow to detect vehicles that cut-in in front
of the host vehicle or vehicles further ahead when driving incurves. Another limitation
of radar is that standing objects are difficult to detect, since they often disappear in the
background noise. This effect may cause missed detections,and objects with zero speed are
therefore usually neglected.

Lidar systems

Light detection and ranging (lidar) is a relatively inexpensive technology for obstacle detec-
tion. It is based on a scanning laser beam in the horizontal field that gives the distance and
angle to all the objects in this plane. The main advantage is that it has a wide field-of-view
and high accuracy [66]. On the other hand, lidar is more susceptible to adverse weather
conditions than radar, although recent improvements have overcome this problem [102].

Vision systems

Vision systems are also increasingly used in ADASs. The mostprominent application is lane
detection for lateral control and warning systems. In addition, vision systems can be used
for obstacle detection and classification, which is also interesting for longitudinal control
systems, such as ACC.

The main challenge in machine vision is to provide reliable and real-time detection. Al-
though this problem has been solved for lane detection, the computational load for obstacle
detection and classification for safety-critical applications currently exceeds the power of
existing electronic control units. The interested reader is referred to the work by Vlacicet
al. [257] for a comprehensive overview of the various approaches for detection and classi-
fication of road markings and obstacles.

Vehicle navigation

As opposed to monitoring therelativeposition to objects, vehicles also require information
on theabsoluteposition for navigation purposes. The global positioning system (GPS) is a
satellite navigation system that provides the global position of the vehicle. In combination
with a digital map, GPS has been used in vehicle navigation systems for over a decade now.

Unfortunately, the standard accuracy and reliability of GPS (around 15 m) is insufficient
for more advanced vehicle control applications based on navigation, such as curve speed
warning [249]. Differential GPS (DGPS) uses differential corrections from base stations in
the neighborhoodand provides an accuracy of around 3 m at a sample rate of 1 Hz. However,
the use of satellite navigation alone will remain unreliable for safety-critical ADASs [8].

2.2.2 Signal processing and control engineering

Environment sensors always exhibit measurement noise, andare limited in their capability
to distinguish real targets (stopped vehicles, dropped loads) from infrastructure elements,
such as overhead bridges, traffic signs, and guard rails. This complexity of the traffic envi-
ronment, combined with a huge number of possible traffic scenarios, increases the demands
on the sensorial platform. Post-processing is therefore necessary to perform tasks, such as
state estimation, obstacle detection, obstacle tracking,and path prediction.
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Sensor fusion

Since the requirements for safety-critical ADASs can oftennot be met by a single sensor,
sensor fusion techniques are applied to merge the information provided by different sensors.
The goal of sensor fusion in the current context is to providea reliable environment model
that is as robust as possible with respect to measurement noise, faults, and disturbances.
Fusion strategies vary widely depending on the type of sensors and specific application. It
has been a heavily researched topic, both within the industry, universities [64], research
organizations [3], and EU funded projects, such as CARSENSE[140], ProFusion [227],
and CHAMELEON [67]. A typical approach is to combine radar with vision, since radar
has high distance accuracy, but low lateral resolution, whereas video has a low distance
accuracy with high lateral resolution.

Modeling

The first step in the design of an ADAS controller is to developan appropriate mathematical
model for the vehicle dynamics, sensors and actuators. A reliable simulation model is neces-
sary for synthesizing a controller with adequate performance. On the other hand, the model
should also be not too complex to retain modeling insight andsimulation speed. Modeling
therefore always involves a trade-off between speed and transparency versus complexity
and reliability. This issue will be further addressed in Chapters 4 and 5.

Control algorithms

Command signals for the warning display and actuators have to be calculated from the pro-
cessed sensor data. Considering the wide range of applications, there is a large variety in
control strategies and algorithms to achieve specific control objectives. The reader is re-
ferred to the books by Jurgen [124–126], and the references therein, for a comprehensive
overview on the topic. Nevertheless, in the subsequent chapters we will extend and imple-
ment some of the algorithms discussed in the previous section to illustrate the development
process of ADASs.

Challenges in control

Shladover [218] has identified many challenges in control that still lie ahead on the road
to vehicle automation. These research needs are primarily related to the overall safety of
the control system design, and include fault detection and isolation, fault-tolerant control,
sensor fusion, and validation of the system safety. Correspondingly, the main challenge in
control design addressed in this thesis is that the control system should exhibit a high level
of dependability, which will be further discussed in Section 2.3.5.

2.2.3 Human-centered design

ADASs are inherently human-centered, since the control system must work together with
the driver to achieve a safe and comfortable driving experience. The human-machine in-
terface (HMI) provides the layer between the control systemand the driver, as illustrated
in Figure 2.4. The HMI is a very important factor in the ADAS design, because the HMI
must be interpreted by the driver in a natural way, and shouldnot reduce driver vigilance or
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cause compensation effects. These human factors issues involve detailed research outside
the scope of this thesis, and HMI system design and validation will therefore not be further
investigated. See the work by Bishop [18] for an overview of the topic. On the other hand,
the interaction with the human driver adds extra complexityto the system design, an issue
that cannot be neglected in the system validation process. Unfortunately, it is often diffi-
cult to validate the HMI operation against qualitative criteria, because of the psychological
elements of HMI interpretation.

2.2.4 Drive-by-wire technology

Similar to the rise of fly-by-wire technology in the aerospace industry, the development of
drive-by-wire technology offers new possibilities for intelligent vehicle control, as summa-
rized by Isermannet al. [115]. Drive-by-wire systems allow the driver to generate electrical
commands for computer-controlled electromechanical actuators. The important advantage
of brake-by-wire, throttle-by-wire, and steer-by-wire systems is that they offer higher per-
formance in terms of reaction time, accuracy, flexibility, and adaptive control capabilities.
Furthermore, the lower weight and volume improves systems integration. However, an im-
portant issue with drive-by-wire systems without mechanical backup is the dependability of
the system [68].

2.2.5 Automotive communication systems

Reliable in-vehicle networking between sensors, processors, and actuators is an important
prerequisite for dependable operation of an ADAS. A failureof the in-vehicle network poses
a potential hazard for the vehicle, its passengers, and the vehicle’s environment [12], and
makes it a safety-critical factor in the ADAS design. Since its introduction in the 1980s,
the controller area network (CAN) has established itself asa robust network for distributed
control applications in the vehicle. CAN is essentially an event-triggered protocol, which
means that its behavior is not fully deterministic in a real-time sense. However, in order to
implement safety-critical drive-by-wire systems, the system behavior must be available in
real-time. Several time-triggered protocols have therefore been developed in recent years
for use in ADASs [210].

Another emerging technology is wireless communication between intelligent vehicle
systems and infrastructure elements. Wireless communication with external services, such
as travel information, infotainment, or electronic toll collection can significantly increase
driver convenience. Furthermore, communication with the roadside through infrastructure-
to-vehicle communication can provide locally relevant data, with applications such as curve
speed warning and road condition warning. Dedicated short range communication is typi-
cally used as a communication protocol for infrastructure-to-vehicle communication.

Wireless communication also extends to vehicle-to-vehicle communication (VVC) be-
tween neighboring vehicles. VVC can be used for informationfunctions, such as warning
for local weather conditions (e.g., fog, icy road) or oncoming traffic hazards (e.g., accidents,
traffic jams). In addition, VVC can be used to extend the sensor field-of-view beyond the di-
rectly preceding vehicle. VVC is expected to have great potential for increasing comfort and
safety by augmenting environment sensors. In contrast to the command-response approach
by dedicated short range communication, several EU projects (e.g., CarTALK [167]) have
explored the potential of ad-hoc local networks for VVC. Theadvantage is that ad-hoc net-
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working does not need a central controller. However, challenges in VVC are the reliability
of the local ad-hoc networks, and the accuracy of the transmitted data.

2.2.6 Summary of technological challenges

From this section we can summarize that an ADAS is a complex and safety-critical mecha-
tronic system. The most important challenge in this respectis to achieve dependable envi-
ronment sensing. Furthermore, satellite navigation and wireless communication networks
are prone to disturbances, and need a high level of reliability or redundant systems for state
estimation. Control algorithms need to be able to handle these disturbances to provide a safe
and comfortable driving experience for the user. In addition, vehicle subsystems, in-vehicle
networking, and actuators must remain operational, even inthe presence of disturbances
and faults, which underlines the need for fault tolerance ofthe complete system. Further-
more, the driver remains responsible for the vehicle maneuvering, whether or not he/she is
supported by an ADAS. Therefore, designing an ADAS that can accommodate a wide range
of human characteristics is non-trivial. These challengesmean that stringent requirements
are demanded for ADASs regarding comfort, performance, anddependability.

2.3 Requirements and evaluation criteria for ADASs

The end user typically desires comfort, performance, and dependability for as low a price
as possible. It is the task of the manufacturer to design and validate a product that meets
these requirements. The European project RESPONSE [206] has focused on establishing an
industry-wide methodology for the design and validation ofADASs, which is legally robust
and valid from an engineering and human factors perspective. A Code of Practice has been
developed that includes a set of requirements and procedures for the manufacturer to follow
for ADAS design and testing [205]. Unfortunately, this Codeof Practice and emerging ISO
standards [106, 107] can only describe the development process at an abstract level. They
do not provide quantitative requirements or validation procedures for ADASs. Therefore,
the user requirements are extended in this section to quantitative measures that will be used
in the remainder of this thesis.

2.3.1 Abstraction of the ADAS control configuration

The ADAS system architecture of Figure 2.4 can be replaced bythe block diagram of Figure
2.5, where the ADAS is modeled as a nonlinear multivariable plant, consisting of the vehicle
dynamicsG1 and actuator dynamicsG2. The vehicle state is represented by the vectorx,
with individual elementsxi representing position, velocity, acceleration, etc. The traffic
environment can be regarded as a disturbancedtraffic, such that we obtain the output statey,
representing the relative motion between the host and target vehicles.

Sensors measure the system outputy =
[

yT
1 yT

2

]T
, consisting of variables representing

the state of the vehicley2 (using vehicle state sensors) and the state of the traffic environ-
menty1 (using environment sensors). The input to the controllerK1 is the error between the
reference trajectoryxref and the measured outputz1, wherez1 = y1 +vs,1+ fs,1 with measure-
ment noisevs,1 and sensor faultsfs,1. The control objective is to manipulate the reference
value for the actuator responseuref such that the control errore= y1 − xref remains small in
spite of disturbancesdtraffic and vehicle faultsf1.
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Figure 2.5: Block diagram of an ADAS under the influence of disturbances, faults, and
model uncertainty.

Because an ADAS usually separates a high-level control law from low-level actuator
control, we can define a similar control objective for the actuator controllerK2. Assuming
acceleration control, the input toK2 is the error between the desired actuator responseuref

and the measured vehicle statez2, wherez2 = y2 +vs,2+ fs,2 with measurement noisevs,2 and
measurement faultsfs,2. The servo control objective is to manipulate the command signals
u for the vehicle actuators (e.g., throttle and brake in the case of an ACC system), such that
desired responseuref is tracked in spite of disturbances by the driverddriver and actuator
faultsf2. Since there is always model uncertainty involved when modeling and simulating a
system, the designed controllers are perturbed by model uncertainty in the actuator behavior
∆2 and in the vehicle dynamics∆1.

We can now use the signalsu, x, andy to define quantitative requirements for val-
idation of the controllersK1 andK2. We define them-dimensional performance vector
ρ =

[

ρ1, . . . ,ρk, . . . ,ρm
]T

, whereρ consists of both Boolean and continuous signals. Unfor-
tunately, the value of an individual measureρk does not provide any information on how
‘good’ it is. Therefore, we also define evaluation criteria by a threshold valueγk for every
ρk, such thatγ =

[

γ1, . . . ,γk, . . . ,γm
]T

, where we define thek-th measure as satisfied when
ρk < γk, unless indicated otherwise.

2.3.2 Stability requirements for the control system

Although collision warning systems simply involve feedforward control, many other ADASs,
such as ACC, involve a feedback controller. An important requirement for any feedback
control system is that it exhibits asymptotically stable behavior. We will therefore present
stability requirements, both for the individual vehicles and for a string of vehicles.

Definition 2.1 Individual vehicle stability A vehicle following control law is said to
provide individual vehicle stability for vehiclei if the spacing errorei of the host vehiclei
to the target vehiclei − 1, as well as the speed tracking errorėi converge to zero when the
preceding vehicle is operating at constant speed:

ai−1→ 0⇒ ei → 0 andėi → 0, (2.13)

whereei = xref, i − xr, i and its derivativėei = vref, i − vr, i = −vr, i. �
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Example 2.1 Individual vehicle stability. Since the ACC objective is to regulateei
andėi to zero, the state of an ACC-equipped vehiclei is chosen asxi =

[

xr, i vr, i vi
]T

.
Assuming a linear time-invariant system for the moment, we can use the state space
representation

ẋ = Ax + Bu + Ed (2.14)

with A the system matrix,B the input matrix, andE the disturbance matrix. The ACC
system is then described by

ẋi =





0 1 0
0 0 0
0 0 0



xi +





0
−1
1



ai +





0
1
0



ai−1, (2.15)

where the acceleration of the host vehicleai is the control input, and the acceleration of
the target vehicleai−1 forms the disturbance to the system. The control law (2.12) can be
rewritten asu = Kx with K =

[

K1 K2 −K1th
]

. Assuming that the acceleration can be
controlled instantaneously, such thatẍi = aref, i , stability can be analyzed by computing
the eigenvalues of the matrixA + BK . From this follows that the poles lie in the left-
half plane for all valuesK1 > 0 andK2 > 0 [197]. It is therefore concluded that the
two-vehicle ACC system is always stable for any controller of the type (2.12).

Automated vehicles must not only exhibit stability individually, but the concept of sta-
bility can also be extended to multiple vehicles.

Definition 2.2 String stability is defined as an asymptotic stability of the system which
is composed of a finite number of interconnected subsystems (i.e., single vehicles) with the
same or similar dynamics [230]. Practically, string stability requires that spacing errors and
speed tracking errors are guaranteed not to amplify as they propagate upstream in a string
of vehicles. A prerequisite for string stability is that each individual closed-loop vehicle
controller is asymptotically stable, as defined in Definition 2.1. �

String stability is an important prerequisite for obtaining safe longitudinal behavior
without the risk of a collision. It was already recognized asan important control prob-
lem for automated highway systems in the 1960s [148]. With increasing market pene-
tration of ACC, the chances increase that several ACC-equipped vehicles will drive be-
hind each other. String stability for ACC has therefore beeninvestigated by many authors
[55, 150, 231, 272], and only a brief review of the theory is presented here.

A desirable characteristic for attenuation of propagatingspacing errors is

‖ei‖∞ ≤ ‖ei−1‖∞, (2.16)

whereei−1 is the input spacing error (of the target vehiclei −1) andei(t) = ei−1(t)∗h (t) is the
output spacing error (of the ACC-equipped host vehiclei) with h (t) the impulse response
of the host. We therefore require that

‖ei−1∗ h ‖∞ ≤ ‖ei‖∞. (2.17)

Since‖h ∗ei‖∞ ≤ ‖h ‖1‖ei‖∞, a sufficient requirement for string stability is that

‖h ‖1‖ei−1‖∞ < ‖ei−1‖∞⇐⇒‖h ‖1≤ 1. (2.18)
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For control system design and analysis it is however easier to use a transfer function instead
of an impulse response. Swaroop [230] provides the proof that (2.18) can be replaced by
the following two conditions:

‖H(s)‖∞ =

∥

∥

∥

∥

Ei(s)
Ei−1(s)

∥

∥

∥

∥

∞

≤ 1, (2.19)

h (t) > 0, (2.20)

whereH(s) andE(s) are the Laplace transforms ofh (t) ande(t), respectively. For practical
reasons, condition (2.19) is selected as the performance measure for string stability. The
constant headway controller is not string-stable, as shownnext.

Example 2.2 String stability for constant headway policy. Consider the constant
spacing control law (2.10) for vehiclei with spacing errorex = ei and the speed tracking
error its derivative:ev = ėi . The control law can then be rewritten as

aref = −K1ei − K2ėi . (2.21)

Assuming the acceleration of the vehicle can be instantaneously controlled, such that
ẍi = aref, and implementing the same controller in the preceding vehicle i − 1, we get:

ëi = ẍi − ẍi−1 = −K1ei − K2ėi + K1ei−1 + K2ėi−1, (2.22)

which leads to the following closed-loop error dynamics:

ëi + K2ėi + K1ei = K2ėi−1 + K1ei−1. (2.23)

The propagation of spacing errors along the vehicle string is then described by

H(s) =
Ei(s)

Ei−1(s)
=

K2s+ K1

s2 + K2s+ K1
. (2.24)

All positive values ofK1 and K2 guarantee that the spacing error of thei-th vehicle
converges to zero when the spacing error of the (i −1)-th vehicle is zero, thereby ensuring
individual vehicle stability. However, there are no positive valuesK1 andK2 for which
the magnitude ofH(s) in (2.24) can be guaranteed to be less than unity. Requiringthat:

|H(jω)| =

∣

∣

∣

∣

K2jω + K1

−ω
2 + K2jω + K1

∣

∣

∣

∣

=

√

K2
2
ω

2 + K1
2

√

K2
2
ω

2 +
(

K1 − ω
2
)2

≤ 1, (2.25)

and subsequent simplification leads to the requirement that
(

K1 − ω
2
)2
> K1

2, (2.26)

which shows that spacing errors are magnified for frequencies below
√

2K1. As a result

|H(jω)| =







= 1 if ω = 0,
< 1 if ω

2 > 2K1,
≥ 1 otherwise.

(2.27)

Unfortunately, low frequencies are the frequencies of interest in traffic dynamics, so this
controller will result in an unstable string of vehicles.
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The analysis of platoon string stability is complicated by the presence of nonlinearities.
Although the string stability analysis in Example 2.2 is based on linear models, it is valid
for small deviations around the operating conditions. In contrast to the constant spacing
control law (2.10), it will be shown in Chapter 7 that the constant time headway control law
(2.12) can be made string-stable, provided the time headwayth is large enough. However,
several field-operational tests have confirmed that in practice ACC is string-unstable due to
sensor noise and nonlinear ACC algorithms [14, 58, 59]. Alternative vehicle control laws
are therefore necessary to obtain a string-stable behavior, which will be further investigated
in Chapter 7.

2.3.3 Functional performance requirements

Apart from stability, a controller must also exhibit adequate performance to satisfy the user.
The performance of ADASs is often assessed by analyzing the added value in terms of
safety potential and customer satisfaction, as discussed previously. This evaluation is based
on analysis of questionnaires and expert panels [159]. The traffic impact of ADASs is ex-
pressed inmacroscopicperformance measures, such as traffic throughput, travel time, and
average speed [98], and is usually investigated with simulations based on vehicles with sim-
ilar characteristics and similar ADAS controller types [232]. Unfortunately, these measures
do not give information on the performance and comfort of individual vehicles. We there-
fore need to definemicroscopicmeasures to define thefunctionalperformance of ADASs.

Relatively few references discuss the need for microscopicperformance requirements
and quantitative evaluation criteria. NHTSA has developedsome requirements for FCW
[133], but focusses on a description of traffic scenarios, rather than on quantitative criteria
that are suitable for benchmarking. Some performance requirements have been discussed
in [59] and [267], illustrated with an example of a simple ACCcontroller. For easy bench-
marking it is desired to extend these requirements to quantitative performance measures.
Controller performance is usually characterized in terms of response time, tracking perfor-
mance, robustness, and control effort.

The system response timetdelay is the time difference between the start of a scenario
(e.g., a cut-in maneuver or an emergency braking maneuver of the preceding vehicle) and
the first reaction of the ADAS.

Tracking error in terms of headway distance overshoot and undershoot of the host vehi-
cle with respect to the target vehicle is an undesirable feature, not only for string stability,
but also for performance perception by the driver. In the frequency domain, it can be defined
by theH∞ norm of the transfer function from the headway distance commandxref to the
actual headway distancexr, which gives the index

∥

∥

∥

∥

xr(s)
xref(s)

∥

∥

∥

∥

∞

. (2.28)

Although individual vehicle stability is guaranteed for any ACC controller of the type
(2.12), the error will never settle exactly to zero, due to disturbances and faults in the range
measurement. The resulting tracking error may cause undesirable acceleration and decel-
eration, which degrades passenger comfort and the perceived performance of the system.
This robustness measure can be defined as theℓ2 norm of the sensor noise to the vehicle
acceleration during following

∥

∥

∥

∥

a(s)
xr,m(s) − xr(s)

∥

∥

∥

∥

2

. (2.29)
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There is always a trade-off between control performance andcontrol effort, because of
energy considerations and constraints on the actuator input. In the time domain, the control
effort is defined in terms of the weightedℓ2 norm (i.e., the root mean square (RMS) value)
of throttle and brake usage:

‖u(t)‖pow. (2.30)

Often a number of the above-mentioned performance measuresare combined in a cost
function to synthesize an optimal controller, (seee.g., [150]) where the tracking perfor-
mance and control effort are used. However, these optimal controllers do not grasp the
subtleties and nonlinearities of human driving behavior. This underlines the need to quan-
tify desirable human driving behavior.

2.3.4 Driver interaction requirements

Driver comfort includes a wide range of issues, such as ease of operation, easy HMI in-
terpretation, nuisance level, and physical comfort, whichcan often only be measured in a
subjective way. In this thesis we quantify physical comfortin terms of the RMS value of
the longitudinal acceleration:

∥

∥along(t)
∥

∥

pow. (2.31)

However, we also need a quantitative criterion to evaluate the performance of an au-
tomatic longitudinal vehicle controller compared to typical human driving behavior. We
therefore define the RMS value of the error between the actualdistance to a target vehicle
xr and the distance given by a reference modelxr, ref:

‖xr, ref(t) − xr(t)‖pow. (2.32)

The problem of realistic driver modeling is a heavily investigated research topic, and
various types of driver models are available for traffic simulation, as shown in the historical
review by Brackstone and McDonald [24]. One of the first simple approaches to driver
modeling was the car-following model by Helly [95]. The acceleration is given by

ai(t) = C2vr, i(t − treac) +C1
(

xr, i(t − treac) − xref, i(t)
)

, (2.33)

where the desired distance is

xref, i(t) = s0 + thvi(t − treac). (2.34)

This model relates the driver’s acceleration of vehiclei to the distancexr, i and relative
velocityvr, i to a target vehicle, taking into account a driver reaction timetreac. The desired
following distance depends on the host velocityvi and constant valuesC1 andC2. Note the
similarity between this model and the structure of the general ACC control law (2.12). Over
the years, the complexity of driver models has increased. Toinclude the driver reaction to
n vehicles further ahead, multi-anticipative models have been developed [99], such as the
Generalized Helly model

ai(t) =
n
∑

j=i−1

C2, jvr,i, j (t − treac) +
n
∑

j=i−1

C1, j
(

xr,i, j (t − treac) − xref,i, j
)

. (2.35)
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However, benchmarking studies have revealed that even the most complex traffic flow mod-
els were not able to predict car-following behavior more accurately than the relatively sim-
ple ones [25]. Nevertheless, Lee and Peng [142] showed that agood approximation of
single-leader car-following is provided by the Gipps model.

The driver model developed by Gipps [86] belongs to an often used class ofsafety
distance models. The objective of the first part of this model is to maintain a desired velocity
vref assuming there is no preceding vehicle, the so-calledfree-flowmode. The aim of the
second part is to maintain a safe following distance,i.e., thecar-followingmode. Both parts
give the velocity of the vehicle after a driver reaction timetreac, and the resulting velocity is
the minimum of the two:

vi(t) = min

{

vi(t − treac) + 2.5amaxtreac

(

1−
vi(t − treac)

vref, i

)

√

0.025+
vi(t − treac)

vref, i
,

âmin, itreac+

√

(âmin, itreac)2 − âmin, i

(

2xr(t − treac) − vi(t − treac)treac−
v2

i−1(t − treac)
âmin,i−1

)

}

. (2.36)

The Gipps model has the advantage that it has a low degree of freedom. That is, only a
small number of parameters needs to be calibrated: the maximum allowable acceleration
amax, the estimate of the most severe braking deceleration that the driver of vehiclei wishes
to undertakêamin,i , and the ratio between the desired velocity and the initial velocity:

λv, i =
vref, i

vi(0)
. (2.37)

Because of the simplicity and wide applicability of the Gipps model (2.36), we will use it
here to compute the reference distancexr, ref in (2.32) to judge the car-following behavior of
a longitudinal control system.

For collision warning systems we must also evaluate thetimelinessof the warning,
which reflects whether the warning is on time, too early, or too late. The distribution of
the erroretime = twarn − tref between the time instanttref when an alarm should have been
given and the time instanttwarn of the actual alarm gives an empirical mean and variance,
which can be used for validation. As was shown in [144], the NHTSA/CAMP algorithm,
presented in (2.5) performs very good overall, and will therefore be used for creating a ‘ref-
erence’ warning signal when the required accelerationaref in (2.5) crosses a threshold value
amin. The requirement for timely alarms is strongly correlated with the notion of reliability
that the driver perceives. This can be extended to the more general notion of dependability,
as discussed next.

2.3.5 Dependability requirements

Apart from the performance and comfort requirements, drivers expect an ADAS to meet
stringent requirements regardingdependability, which covers several complementary and
partly overlapping properties, such as availability, reliability, safety, confidentiality, in-
tegrity, maintainability, security, and fault tolerance [141]. For ADASs this term can be
reformulated as follows:

Definition 2.3 Dependability is the property of the ADAS to give appropriate alarms and
to take correct actions at the right moment with a high confidence level, for a wide set of
operating conditions, in spite of the occurrence of disturbances and failure modes. �
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The dependability of a safety-critical ADAS is not only important for the driver, but also for
the manufacturer and regulating authorities,e.g., for certification and type approval [205].
The most relevant attributes for ADASs are reliability, safety, and fault tolerance, as defined
in the following.

Definition 2.4 Reliability is the probability of a component, subsystem, or complete sys-
tem, functioning correctly over a given period of time undera given set of operating condi-
tions [226]. �

Although failure of mechanical or electronic vehicle components only accounts for a small
percentage of accidents [243], there is an increasing hazard severity of failure with an in-
creasing degree of automation. Furthermore, as accidents by human failure will decrease,
the percentage of equipment failure related accidents willrelatively grow.

Software reliabilityis an extensive research topic on its own, and the reader is referred
to the book by Leveson [147] for a comprehensive introduction to the subject.Hardware
reliability is often assessed through a bottom-up approach using standardized procedures,
as will be briefly discussed in Chapter 4. These procedures rely on statistical failure proba-
bilities for separate components, from which the reliability of subsystems and eventually of
the complete ADAS can be assessed [239]. However, the underlying reliability properties
can be uncertain, and the outcome will not likely reflect the overall system reliability. Since
the scope of this thesis is on the validation of the ADAS on system level, we will investigate
reliability from a system perspective.

Instead of focussing on software and hardware reliability separately, a human-centered
approach for reliability analysis is used. The system reliability that the driver experiences
in practice is associated with the capability of the sensor post-processing and warning algo-
rithms to provide reliable warnings. In other words, the user expects the controller to only
returntrue positives(that indicate correct activation when needed), andtrue negatives(that
indicate correct suppression of the safety device)1.

Correspondingly, system reliability is associated with a low number offalse positives.
This includes false alarms due to an untimely or incorrect decision by the ADAS controller
(e.g., in case of a late lane-change). It also involves alarms thatcannot be attributed to the
scenario, but are caused by out-of-path objects or other disturbances (so-called nuisance
alarms). Similarly,false negativesmay occur, which include late detections and missed
alarms due to other disturbances. Missed and false alarms may occur when driving in
curves, on hilly roads, when another obstacle is blocking the line-of-sight of the sensor,
or when the sensor picks up an infrastructure element as a target, as illustrated in Figure 2.6.

False alarms are usually expressed as an occurrence rate perdriven distance. The
NHTSA field-operational test has demonstrated a false alarmrate for an FCW system
around 2· 10−3/km, and for an ACC around 10−5/km [176]. The reliability requirement
will likely become stricter with a higher degree of automation and criticality of the system,
e.g., the false alarm rate of a pedestrian protection system was measured at 10−8/km [204],
and the false alarm rate of a PCS activating irreversible restraints is projected at 10−9/km.
Unfortunately, the expression of these discrete alarm events per driven distance (regardless
of the alarm duration) creates ambiguity in the validation process. Consider for instance the
occurrence of one very long continuous alarm or many short intermittent alarms, both of
which will cloud the estimation of the false alarm rate.

1In this thesis the term ‘positive’ relates to the presence ofa specific condition, such as an alarm situation,
whereas ‘negative’ represents the default null hypothesis. These terms donot have any qualitative connotation.
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Figure 2.6: Overview of false and missed alarms due to infrastructure layout.

To provide an unambiguous measure for all types of false and missed alarms, they can
best be characterized by a sample-based measure. Each data sample is therefore classified
based on a comparison of the actual situation and the prediction of the ADAS, as shown in
Table 2.1. Based on this table, the mathematical formulation of these reliability measures is
shown in Table 2.2 and illustrated in Figure 2.7.

Although it is desired to have the false and missed alarm rateclose to zero, it does not
need to be, since there is always an inherent trade-off between a low missed alarm rate and a
low false alarm rate. When instructed about the limitationsof the system, a driver may still
accept false and missed (or late) alarms, as long as they occur seldom and there is still the
possibility to intervene. If the positive data set (NTP + NFN) and the negative data set (NTN +
NFP) have similar size, theaccuracy paccuracywill be a good reliability index, indicating the
overall rate of correct decisions. However, in case of statistical unbalance between positive
and negative sets, low values forpFP andpFN may still result in a badprecision pCP. This
precision reflects thecorrect alarm rate, which is thea posterioriprobability of a true alarm,
as illustrated in Example 2.3. A more suitable reliability measure is the geometric mean of
the precisionpCP and the true positive ratepTP [144]. Therefore, decision thresholds for
ADASs must be set not just for low false and missed alarm rates, but also for relatively
high values of thea posteriori true alarm probability. Considering the reliability ratesof
state-of-the-art systems, average velocity, and typical alarm duration, approximate criteria
for these rates can be estimated, as shown in Table 2.3 on page36.

Example 2.3 Reliability measures. Consider the set of consecutive traffic scenar-
ios depicted in Figure 2.7. During the approach maneuver, the warning system pre-
dicts a possible collision and issues a warning in the time interval [5.1, 6.1], which
is considered a false alarm, since the driver makes a lane-change. Then in the inter-

Table 2.1: Prediction matrix with the number of samples, categorized as true negatives NTN,
true positives NTP, false negatives NFN, or false positives NFP. Adapted from [144].

Actual data
Negative Positive

(safe) (threat)
Negative (safe) NTN NFNPrediction
Positive (threat) NFP NTP
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Figure 2.7: Sample-based analysis of false and missed alarms.

val [13.6, 14.2] the system gives a nuisance alarm due to detection of the guard rail.
Finally, the vehicle cuts in behind a slower vehicle, causing an alarm in the interval
[22.2, 23.2]. However, this critical cut-in would have required an alarm at 21.2 s. Cor-
respondingly, the timeliness of this last warning is+1.0 s. The corresponding reliability
rates are included in Table 2.2.

Another example is a (hypothetical) collision warning algorithm that never issues a
warning, so the false alarm ratepFP is zero. Since normal driving data is predominately
safe (the real value ofp is very low), such an algorithm might still enjoy an extremely
high accuracypaccuracy.

A more realistic example that illustrates the problem of unbalanced sets, considers a
situation with the following number of data samples:NTN = 1010, NFP = 105, NTP = 105,
andNFN = 1. The resulting false alarm ratepFP and missed alarm ratepFN are both 10−5,
which may seem quite acceptable. However, the resulting correct alarm ratepCP is only
0.5, due to the low occurrence rate of the dangerous eventp ≈ 10−5. This means that
half the alarms are incorrect!

However, we must note that these numbers may not be representative, as they are often
a priori estimates and differ between drivers and operating conditions. Obviously, warning
algorithms may have been designed based on different philosophies: avoiding all collisions,
collision mitigation, or mimicking the behavior of an average driver. These considerations
may not have been incorporated in the reference warning. However, regardless of the design
philosophy, these algorithms will be subject to the driver’s acceptance in practice. To pro-
vide an objective validation of the ADAS reliability, we must obtain a model to investigate

Table 2.2: Reliability measures calculated from the prediction matrix Table 2.1.
Rate Definition Example 2.3
Real occurrence ratep (NFN + NTP)/(NTN + NFP + NFN + NTP) 0.072
Accuracypaccuracy (NTN + NTP)/(NTN + NFP + NFN + NTP) 0.906
PrecisionpCP NTP/(NFP + NTP) 0.385
True positive ratepTP NTP/(NFN + NTP) 0.500
False negative ratepFN NFN/(NFN + NTP) 0.500
True negative ratepTN NTN/(NTN + NFP) 0.938
False positive ratepFP NFP/(NTN + NFP) 0.063

Reliability prel

√

N2
TP/(NFP + NTP)(NFN + NTP) 0.439
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whether the actual scenario is ‘safe’ or ‘threatening’. Forthat reason, the next section will
further discuss the modeling of human drivers and traffic scenarios.

Another problem with testing reliability is the difficulty in validating these probabilistic
measures, due to the low occurrence rate of the event. This makesexhaustive testingof
ADASs impossible in practice. Reliable procedures for statistical evaluation and extrapola-
tion from field test data or extensive simulations are therefore required for the validation of
system reliability. This is an issue which has been stressedby several authors (e.g., [31]),
but not yet resolved. It will therefore be considered as an important topic in this thesis. A
related dependability attribute is thesafetyof the system, as defined next.

Definition 2.5 Safetyis the property of a system that it will not endanger human life or
the environment [226]. �

Safety is a very important requirement for any transportation mode. Apart from the safety
potential of ADASs on a macroscopic scale, as discussed in Chapter 1, the safety of the
individual system itself should also be validated. In the aerospace industry, safety standards
typically require that the probability per hour of a hazard with catastrophic consequences
(loss of life) be less than 10−9 [182]. Considering the trend towards automated vehicle
control, an ADAS should also be expected to exhibit such a high level of safety [91]. How-
ever, the environment of an airplane is less complex than every-day traffic, whereas the
occurrence rate of potential hazards is much greater for a car than for an airplane [219].
This implies that safety is a critical issue for ADAS validation, because of the complex and
safety-critical nature. In the automotive industry the criticality of a system is usually quan-
tified using safety integrity levels [121], and system safety is evaluated using tools that rely
on failure probabilities, such as fault tree analysis (FTA)and failure modes, effects, and
criticality analysis (FMECA) [7].

In addition, we need to validate the safety of an ADAS, based on the complexity of
the traffic environment. Associating the notion of safety with the absence of a collision,
the safety of a particular scenario can then be defined with a Boolean valueρcoll ∈ {0,1},
whereρcoll = 0 means ‘no collision’, andρcoll = 1 means that the situation would require an
intervention by the driver to prevent a collision (or that anactual collision occurs). In this
way the safety of the controller can be defined as a collision probability per hourp∈ [0,1].

However, a Boolean safety measures cannot distinguish in the level of severity between
different situations for whichρcoll = 1 or ρcoll = 0. Instead of a Boolean safety measure
in terms of a collision indicator, we therefore require a continuous safety measure. The
minimum TTC valuetTTC,min indicates how imminent a potential collision has been during
a scenario within the time interval [0,tend].

tTTC,min = min
t∈[0,tend]

(

−
xr(t)
vr(t)

)

. (2.38)

The TTC is a good indication of the safety of the system, as perceived by the driver. It is
commonly recognized as a rule of thumb that drivers start to pay close attention to the lead
vehicle when the TTC falls below 9 or 10 s [57], and start to apply braking aroundtTTC = 6 s.

Since the use of TTC only makes sense during closing situations, but not for tailgating
situations, we also define the minimum value for the time headway th,min that occurs during
a particular traffic scenario. In case a collision does occur, the values fortTTC,min andth,min

are both equal to zero. We therefore define continuous measures for the collision case using
the crash velocityvcoll, e.g., for use in validation of a PCS.
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Reliability and safety are closely related from the viewpoint of the driver, who perceives
safety in terms of the failure of the system to adequately respond to a hazardous situation,
e.g., a missed alarm. However, the terms safety and reliability are not equivalent, since a
safe system may still be unreliable, and uncovered hazards in a very reliable system may
have hazardous consequences. Although safety and reliability sometimes have conflicting
requirements, one aspect that contributes to both is fault tolerance, which can be defined as
follows.

Definition 2.6 Fault toleranceis the ability of a controlled system to maintain its control
objectives despite the occurrence of a fault, where a degradation of control performance
may be accepted [20]. �

The fault tolerance of the system can be validated as the ability of the control system to
manage faults that otherwise would lead to failures on system level:

pFT = 1−
Nfailures

Nfaults
, (2.39)

whereNfaults are the number of faults that occur in the system andNfailures are the number
of failures that remain and affect the operation of the system. This fault terminology is
described further on in Section 2.5.1. The fault tolerance of a safety-critical system can be
improved through a variety of methods, as will be further investigated in Chapter 3.

2.3.6 Compatibility with operating conditions

The requirements presented in this section are summarized in Table 2.3. Unfortunately,
these stringent requirements are often in contradiction tothe increasing complexity of an
ADAS controller and its environment. Usually the environmental compatibility is defined in
terms of environmental disturbances and ambient conditions that the system should be able
to withstand. However, we would like to define the complexityof the operating conditions
in a more quantitative way in relation to the above-mentioned performance measures.

The operating conditions can be grouped in a multi-dimensional parameter setQ, which
is ann-dimensional set of all possible parameter combinationsq ∈ Q ⊂ R

n. The vectorq
consists of initial conditions, scenario parameters, driver input, disturbances, and failure
modes. Since the performance is often validated by a probabilistic measurep, depending
on the occurrence rate of scenarios, we also need to define theprobability distribution ofQ.
The subsets ofQ and their (multivariate) probability functionsfQ will be investigated next.

2.4 Scenario definition by microscopic traffic modeling

The performance measuresρ are mainly affected by the traffic environment,i.e., the motion
of other vehicles. Since this motion enters the system through the environment sensor, they
are grouped in an input disturbance vectordtraffic, as was illustrated in Figure 2.5.

2.4.1 Single-lane traffic modeling

Traditionalmacroscopictraffic models treat vehicles as homogenous flows that obey simple
speed-flow relationships (seee.g., Tampère [232]). However, this approach is inadequate for
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Table 2.3: Summary of requirements.
Measure Type Symbol or Definition Criterion (if available)
Stability
Individual vehicle stability Boolean limai−1→0 ei , limai−1→0 ei = 0
String stability Continuous ‖H(s)‖∞ ≤ 1
Performance
Response time Continuous tdelay

Tracking error Continuous

∥

∥

∥

∥

xr(s)
xref(s)

∥

∥

∥

∥

∞

Robustness Continuous

∥

∥

∥

∥

a(s)
xr,m(s) − xr(s)

∥

∥

∥

∥

2
Control effort Continuous ‖u(t)‖pow
Comfort
Naturalistic driving behavior Continuous

∥

∥xr, ref(t) − xr(t)
∥

∥

pow
Longitudinal acceleration Continuous

∥

∥along(t)
∥

∥

pow
Warning timeliness Continuous etime FCW: std{etime}< 1 s
Dependability
False alarm rate Boolean pFP FCW: 10−4, ACC: 10−6

Missed alarm rate Boolean pFN 10−3

Correct alarm rate Boolean pCP 0.99
Reliability Boolean prel 0.99
Collision rate Boolean pcoll 10−9

Fault tolerance Boolean pFT 0.99
Minimum time-to-collision Continuous tTTC,min ≤ 6 s
Minimum time headway Continuous th,min ≤ 0.5 s
Crash velocity Continuous vcoll

the system-level validation of ADASs, as it requires accurate knowledge of the interactions
between individual vehicles. Since we are concerned with the performance onmicroscopic
level, we concentrate on the development of a modeling environment for microscopic traffic
scenarios, such that ADASs can be validated for a representative set of traffic scenarios.
Therefore, the macroscopic traffic flow is split up into distinctive subscenarios that are rep-
resentative of the scenarios that a longitudinal control algorithm should handle.

A human driver looks only several vehicles ahead (usually two or three [99]), and longi-
tudinal control and warning systems only consider target vehicles that are either in, entering
into, or leaving the host vehicle’s lane, as illustrated by Figure 2.8. We therefore focus the
identification of the parameter set onsingle-lanescenarios, which are defined as follows.

Definition 2.7 A single-lane scenariois a particular configuration of up to three vehicles
and their behavior in a single lane over a predetermined period of time. �

2.4.2 Subscenarios in single-lane traffic

In each scenario the host vehicle is denoted as thei-th vehicle. An (optional) preceding
vehicle (i.e., the closest vehicle in front of the host in the longitudinalsense, though not
necessarily in the same lane) is denoted as the target vehicle i − 1. In case ofn preceding
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Single-lane
traffic

Single lane
subscenarios

iii i − 1i − 1

i − 2

Figure 2.8: Top: definition of single-lane traffic. Bottom: examples of single-lane subsce-
narios. From left to right: car-following with cut-in; car-following; and free-flow.

vehicles, additional (optional) preceding vehicles are denoted byi − 2, . . . , i − n, where the
orderi depends on how close the target vehicle is to the host in longitudinal direction.

Usually ADAS control system analysis distinguishes between either free driving or car-
following. However, we would like to obtain a more complete overview of the scenarios that
an ADAS should handle. The single-lane traffic scenario is therefore divided into several
subscenarios, which are recurrent behavior patterns of vehicles. For two vehicles in single-
lane traffic the following seven subscenarios can be identified:

• Free-flow: Vehicle i has no preceding vehicle.

• Car-following: Vehicle i is following vehiclei − 1 with a constant velocity.

• Cut-in: Vehicle i − 1 moves in front of vehiclei from an adjacent lane.

• Cut-out: Vehicle i − 1 moves out of the lane of vehiclei to an adjacent lane.

• Lane-change: Vehicle i changes lane and enters another subscenario in an adjacent
lane.

• Approach: Vehicle i drives towards vehiclei − 1 in the same lane.

• Separate: Vehicle i − 1 drives away from vehiclei in the same lane.

Figure 2.9 shows a top view of the subscenarios together withtwo graphs of parameters,
which contain the vehicle’s velocity profiles (left) and therelative distance (right) during
the subscenarios. For example, an approach maneuver typically leads to a car-following
situation, after which the host vehicle may undertake a lane-change or the target vehicle
a cut-out. The interaction between the different subscenarios is illustrated in Figure 2.10.
The subscenarios are considered as individual modes, wherethe transitions between those
modes are depicted by the arrows.

The following subscenario configurations are possible in case of zero, one, or two pre-
ceding vehicles. The most basic configuration for a single-lane scenario is in case of a single
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Figure 2.9: Overview of the subscenarios in single-lane traffic. On the right the velocity
profiles of the target vehicle (grey line) and host vehicle (black line), as well as the distance
between the vehicles, during the scenario are shown. Note that when no target is present,
the states v and xr are zero.

vehicle. The only two possible subscenarios for single-lane scenario with one vehicle are
free-flow and lane-change. For the single-lane scenario, consisting of two vehicles (i and
i − 1), five configurations are possible:car-following, cut-in, cut-out, lane-change, andap-
proach2. The configurations for single-lane scenarios, consistingof three vehicles (i, i − 1,
andi − 2) are slightly more complex. Therefore the 3-vehicle configurations are described
in two steps. First, the possible subscenarios between vehiclesi andi − 1 arecar-following,
approachandlane-change. Secondly, there are five possible subscenarios between vehicles
i − 1 andi − 2: car-following, cut-in, cut-out, lane-change, andapproach, resulting in a total
of 15 configurations for single-lane scenarios with three vehicles.

2.4.3 Modeling and calibration of single-lane scenario parameters

In order to derive probabilistic performance measures, a representative probabilistic model
should be investigated. The subscenarios are characterized by initial conditions, such as
the initial vehicle velocitiesvi(0) and the initial distancexr(0). Another relevant scenario
parameter is theduration Tj of the subscenarioj, i.e., the time frame over which to evaluate
the performance of the ADAS, after which a transition to a next subscenario occurs. This

2In the remainder, the subscenarioseparateis integrated in the car-following subscenario.



2.4 Scenario definition by microscopic traffic modeling 39

Single-lane scenario
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Figure 2.10: The relations between the different subscenarios in single-lane traffic.

duration is determined by the duration of the subscenario that applies to the host vehicle of
the configuration. As an example, the scenario durations in Figure 2.7 are 5.3 s, 5.0 s, 6.0 s,
3.0 s, and 6.7 s respectively. Furthermore, theoccurrence rateof the configuration repre-
sents how often a particular configuration occurs, and is determined by the multiplication
of the occurrence rates of the subscenarios in the configuration.

The scenario parameters of the above-mentioned subscenarios are modeled by proba-
bility density functions (PDFs). In case a parameter is uncorrelated, the PDF of a normal,
log-normal, or Laplace distribution will be used. The normal distribution of a variateX is
given by

f (X) =
1

σ
√

2π
e

−(X−µ)2

2σ2 , (2.40)

whereµ is the mean, andσ is the standard deviation ofX. The log-normal distribution of a
variateX > 0 is given by

f (X) =
1

σ
√

2πX
e

−(ln X−µ)2

2σ2 , (2.41)

whereµ andσ are the mean and standard deviation of the variate’s logarithm. Finally, the
Laplace distribution ofX is given by

f (X) =
1
2ς

e
−|X−µ|

ς , (2.42)

whereµ is a location parameter, andς is a scale parameter.
In a next step these parameter models must be calibrated withtest data in order to form a

representative set for microscopic traffic simulation. Several traffic databases are available,
each containing a considerable amount of useful data for traffic modeling. Examples are the
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Table 2.4: Calibration results for the occurrence rate of each subscenario.
Subscenario Occurrence rate per hour Total duration [%]
Free-flow 16 13.7
Car-following 88 67.0
Cut-in 21 2.1
Cut-out 29 3.3
Approach 15 8.2
Lane-change 42 5.8

CAMP database [170–172] and the SAVME database [143]. Unfortunately these databases
do not distinguish between different types of scenarios, nor do they contain information on
the occurrence rate and initial conditions of each subscenario.

We therefore use raw data obtained from an instrumented car of the California PATH
program [36]. This database contains measurements of relevant vehicle states, such as po-
sition, velocity, acceleration, steering angle, throttleangle, and brake use during hundreds
of hours of highway driving by several subject drivers. Surrounding traffic is monitored by
radar to record the distance and relative velocity to preceding vehicles. Furthermore, video
recordings of the driver and the forward scene allow to categorize the scenarios and assess
driver behavior.

Unfortunately, the large amount of raw data requires post-processing before it can be
used for validation of ADASs in single-lane scenario simulations. First, the data has been
assigned to one of the subscenario categories, as was illustrated in Figure 2.7. Next, the cal-
ibration of scenario parameters has been performed using a maximum likelihood estimation
on the parameters of the PDFs in (2.40)-(2.42). We refer to [241] for further details on the
data-extraction and calibration procedures that were used.

Table 2.4 shows the calibration results for the occurrence rate of subscenarios. Secondly,
the calibration results for the subscenario duration are provided in Figure 2.11. The distri-
bution of the initial relative velocityvr(0) is shown in Figure 2.12. Note that no fit was
performed for free-flow, due to the absence of a target vehicle, leavingvr(0) undefined. In-
stead, the velocity parameter to be estimated for free-flow is the ratio between the velocity
v(0) and the speed limitvlimit , as shown in Figure 2.13. For subscenarios other than free-
flow, the initial distancexr(0) is a function of the initial velocityv(0). We therefore need a
bivariate normal PDF, which, in case of correlated variatesX1 andX2, is defined as

f (X1,X2) =
1

2π
√

det
(

SX1,X2

)

e
− 1

2

([

X1

X2

]

−

[

µX1

µX2

]) T
(

SX1,X2

)−1
([

X1

X2

]

−

[

µX1

µX2

])

, (2.43)

whereSX1,X2 is the covariance matrix forX1 andX2, µX1 is the mean ofX1, andµX2 is the
mean ofX2. In order to fit (2.43) to the raw vehicle data withX1 = log(xr(0)) andX2 = v(0),
the parametersSX1,X2, µX1, andµX2 are calibrated. The results are given in Figure 2.14.
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Figure 2.11: Calibration results for the subscenario duration.
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Figure 2.12: Calibration results for the initial relative velocity vr(0).

2.4.4 Calibration of the Gipps driver model

Apart from initial conditions for the traffic scenarios, thebehavior of vehicles during the
scenarios must be modeled. If the host vehicle is controlledby a longitudinal control system,
it does not require a driver model. However, a driver model isrequired for simulation of
preceding vehicles, as well as for providing a reference forcollision warning systems. We
therefore calibrate the parameters of the Gipps driver model for the individual subscenarios.
Recall from Section 2.3.4 that the Gipps model is characterized by:

• The maximum allowable acceleration of the host vehicleamax.

• The estimate of the most severe braking decelerationâmin,i that the driver of vehiclei
wishes to undertake.

• The ratio between the desired velocity and the initial velocity λv, i = vref, i/vi(0) that
indicates whether the driver would like to accelerate or decelerate.

• The driver reaction timetreac.

v(0)/vlimit [–]

Normal PDF with
µ = 0.96363,
σ2 = 0.0049135

0.5 0.75 1 1.25 1.5

Figure 2.13: Calibration of the ratio of initial free-flow velocity and the speed limit.
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Figure 2.14: Calibration results of each subscenario for the parameters xr(0) and v(0).
Left: Top view of the data points and the contour lines of the fitted distribution. Right:
three-dimensional plot of the fitted bivariate normal distribution.
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Table 2.5: Calibration of the ratioλv, i for vehicles 1 and 2, using the Laplace PDF (2.42).
Subscenarios

Car-following Cut-in Cut-out Approach Lane-change
Meanµ 1.03 0.99 1.01 1.09 1.01Vehicle 1
Scalingς 0.09 0.12 0.08 0.11 0.11
Meanµ 1.01 0.99 1.00 0.98 1.01Vehicle 2
Scalingς 0.03 0.01 0.01 0.05 0.02

From the experimental data the maximum allowable acceleration amax is fitted by a log-
normal distribution

amax∼ log-N (0.44,0.17). (2.44)

This model is valid for all relevant subscenarios in the single lane, since the allowable
acceleration of a vehicle is considered independent of the subscenarios. According to Gipps
[86] the most severe deceleration for the host vehiclei is related to (2.44) and given by

âmin,i = −2amax. (2.45)

Furthermore, the maximum deceleration by vehiclei − 1, as estimated by the driver of vehi-
cle i, is given by

âmin,i−1 =
âmin,i − 3

2
. (2.46)

The distribution of the driver reaction timetreac is given by [56] as

treac∼ log-N (−0.31,0.16), (2.47)

which corresponds to the experimental data. Finally, the ratio between the desired velocity
and the initial velocityλv, i = vref, i/vi(0) are calibrated from the experimental data, as shown
in Table 2.5.

2.5 Impact of disturbances and faults on dependability

The previous section has presented the set of traffic scenarios that forms the input to the
ADAS control algorithm. Unfortunately, as indicated in Figure 2.5, the ADAS is also sus-
ceptible to uncontrolled and unknown, but bounded, disturbances. The system is affected
by parametric uncertainty in the form of measurement noisevs affecting the measurement
vectorz. These are disturbances originating from environmental and ambient conditions,
such as temperature, rain, snow, light, vibration, electromagnetic disturbances, and fog.
The measurement noise is usually Gaussian distributed, as will be shown later in Chapter 3.

In addition, the driver forms an important source of disturbances, such as distraction,
over-reacting, panicking, and ignorance. However, the influence of these psychological
driving attributes on the system dependability are difficult to quantify and will not be inves-
tigated in this thesis. Instead, driver behavior is modeledby PDFs of specific driving style
parameters (as discussed above), which enters the system asa vectorddriver.

Furthermore, the simulated systemGsim that is used for controller synthesis and anal-
ysis, always exhibits parametric uncertainty due to modeling errors and variable system
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parameters, as well as unstructured uncertainty due to unmodeled dynamics∆1. All this
uncertainty is grouped in the vector∆ ∈D.

One of the main requirements for any control system, is that it has robust stability and
robust performance in the presence of the disturbance vector ∆. The issue of robust per-
formance and robust stability for ACC-equipped vehicles has been investigated by several
authors [154, 267], but only for the linear case, with a simple controller, and for individ-
ual disturbances. Instead, it is of interest to investigatethe robustness of a complex ADAS
controller for a multivariate disturbance set.

Some perturbations on the system cannot be taken into account as ‘normal’ disturbances,
but can better be regarded asfaults. These faults are unpredictable perturbations that may
seriously influence the performance of the ADAS.

2.5.1 Fault terminology

The potential decrease of controller dependability under the influence of faults has been
well researched since the 1970s, as summarized in the historical overview by Isermann
[113]. First we provide definitions for the fault terminology, as developed by Patton [186]:

Definition 2.8 A fault in a system is a non-permitted and unpredictable deviation of a
characteristic property of the system that leads to the inability to fulfill the intended purpose
of that system. �

Under certain conditions, a fault can manifest itself as anerror, i.e., a deviation be-
tween a measured value (of an output variable) and the true value. Although a fault remains
localized in the affected code, circuitry, or subsystem, multiple errors can originate from
one fault site and propagate throughout the system. Although a fault may be a tolerable
malfunction, an error may induce afailure, i.e., a deviation from the appropriate system
behavior and consequently partial or complete breakdown ofa component or function. The
various ways in which failures occur are calledfailure modes. A failure forms ahazard
if it can lead to undesired consequences, such as an accident, given certain environmental
conditions beyond the control of the system designer.

2.5.2 Classification of faults in ADASs

Faults appear in many forms and can be categorized accordingto the location within the
system, the time of occurrence and duration, and the form of the fault. The starting point
for a dependable ADAS design is knowledge about faults that may occur in a system. The
functional decomposition of an ADAS, as shown in Figure 2.4,can support the identification
of faults that can occur during the design and operation of the system, and the hazards
associated with them using FTA and FMECA tools.

Figure 2.5 illustrates the occurrence of faults in both hardware and software. However,
software faultsfsw are always the consequence of incorrect specification or design, and are
usually systematic. Hardware faults include faults in sensors fs, actuatorsf2, mechanical
component failuresf1 in the vehicle itself, controller hardware, and communication busses.

Faults are also classified according to their time behavior as abrupt, incipient or inter-
mittent faults. Abrupt faults occur instantaneously and have a step-like behavior. Incipient
faults have a drift-like behavior and have a slowly parametric change. Intermittent faults
appear and disappear repeatedly and have a temporary effect.
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2.5.3 Modeling the form of a fault

Looking closer at the effect of faults on the system, we can distinguish betweenadditiveand
multiplicative faults, as described by Patton [183]. In practical applications, some faults
have the effect of deviations on the system’s dynamic parameters, as incorporated in the
system matrixA. These are effectively multiplicative faults that manifest themselves as
a multiplication of state or control signals with parameterdeviations. Other faults have
an additive effect upon the system inputs and/or outputs andtherefore affect these signals
additively. We can refer to these as additive fault signals.

Faults in environment sensors

Sensor faults are discrepancies between the measured and actual values of individual plant
variables. These faults are usually considered as additive(independent of the measured
magnitude), though some sensor faults (such as complete failure resulting in zero signal)
may be better characterized as multiplicative.

Although vehicle state sensors are very reliable, a failurein a wheel speed sensor, ac-
celerometer or yaw rate sensor can be safety-critical. Furthermore, GPS satellite navigation
is a relatively unreliable source of position information and is therefore usually combined
with information from inertial sensors (accelerometers and yaw sensors) and wheel speed
sensors. Environment sensors are even more safety-critical, because they provide inter-
vehicle information, which is crucial for longitudinal control. A number of sources describe
the faults that may occur in radar, lidar, and vision systems[2, 152]. These faults are typ-
ically caused by multi-path reflections, ‘ghost’ objects, weather conditions, vibration, or
hardware failure.

Networking faults

Nowadays, in-vehicle networking is primarily performed using the CAN protocol, and CAN
bus failure can be a very critical source of errors [12]. VVC is a safety-critical factor be-
cause it passes the speed and acceleration of preceding vehicles to the vehicles behind. The
performance of VVC largely depends on its power, signal processing techniques and other
algorithms, inter-vehicle distance, the environment, andother interferences. For example,
a large obstacle or a building between two vehicles may causesignal loss. Signal loss is
typically a multiplicative fault and has an abrupt form.

Actuator faults

Actuator faults are discrepancies between the input command of an actuator and its actual
output. Actuator faults are usually handled as additive, although some faults (complete
failure) may better be described as multiplicative. Actuator faults in longitudinal vehicle
control systems relate to the engine and the braking system and are very safety-critical.
The most hazardous actuator fault is that an electrohydraulic brake system fails to energize,
which may prevent the vehicle from slowing down.

Process faults

Additive process faults are unknown inputs acting on the plant, which are normally zero and
which, when present, cause a change in the plant outputs independent of the known inputs.
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Multiplicative process faults are changes (abrupt or gradual) in some plant parameters. They
cause changes in the plant outputs, which depend also on the magnitude of the known inputs.
Process faults can occur in any mechanical or electrical subsystem of the vehicle,e.g., a flat
tyre. However, these are usually prevented by regular maintenance, and fall outside the
scope of this thesis.

System modeling

Additive and multiplicative faults enter differently in the state space model (2.14). The
system is subjected to disturbancesd∈D, actuator and sensor faultsf ∈F , process noisew,
and measurement noisev. Considering the fault and disturbance vectors as purely additive,
such a system is modeled as

ẋ = Ax + Bu + E2d2 + F2f2 + w, (2.48)

y = Cx + E1d1 + F1f1 + v. (2.49)

whereE1 andE2 are the unknown input matrices, andF1 andF2 the fault entry matrices.
The vectorsw andv are Gaussian white-noise processes.

2.6 Summary

Since the research field concerning ADASs is very broad, thischapter has briefly outlined
different types of ADASs, such as driver warning systems, longitudinal control systems, and
pre-crash systems, as well as the relevant enabling technologies. The application of these
ADASs and technologies will be illustrated with three case studies later on in this thesis.

The discussion of these systems and technologies has also highlighted some challenges
regarding the development of ADASs. The main challenge is tosatisfy stringent perfor-
mance and dependability requirements, regarding string stability, naturalistic driving be-
havior, reliability, safety, and fault tolerance. The dependability requirements are particu-
larly relevant, because of the increasing complexity of theADAS, the vehicle, and its traffic
environment. Apart from usual perturbations, such as traffic scenarios, there are also distur-
bances which have to be taken into account during the operation of the system. In addition,
a major safety-critical factor is the occurrence of faults,especially in environment sensors,
GPS, and VVC. The controller then receives incorrect information about its environment,
in case no backup system is available.

A consequence of the safety-critical operation is that the sensorial platform and con-
troller will be required to exhibit a very high level of faulttolerance. In the next chapter
we will therefore present a fault-tolerant state estimation system using sensor fusion tech-
niques. However, these fault management features make the ADAS even more complex and
difficult to thoroughly understand. This also underlines the need for a thorough design and
validation methodology, which will be investigated in Chapters 4 and 5.



Chapter 3

Fault-tolerant state estimation

The previous chapter has shown that an advanced driver assistance system (ADAS) has to
combine adequate performance with high dependability, that is, to give appropriate alarms
and to take correct actions at the right moment for a wide set of operating conditions, even
in the presence of safety-critical disturbances and failure modes. Nominal and robust per-
formance can usually be guaranteed by robust control techniques. The question then arises
how faults, if they occur, can be managed in order to achieve adependable system. This
chapter will therefore investigate methods for fault management, as defined in Objective
2 on page 8. These methods are illustrated by the design of a fault-tolerant state estima-
tion system for two demonstrator vehicles. Section 3.1 starts with a general introduction
to the topic of fault management and further outlines the goal of this chapter. Based on a
review of the theory and state-of-the-art on model-based fault detection in Section 3.2, a
suitable configuration for sensor fault management is selected. Section 3.3 introduces the
two demonstrator vehicles and the sensor faults that shouldbe managed. In Section 3.4 a
vehicle state estimator is developed for the nominal case. Subsequently, in Sections 3.5 and
3.6 fault management systems are developed to handle faultsin vehicle state sensors and in
environment sensors, respectively. Finally, Section 3.7 concludes the chapter.

3.1 Introduction to fault management

Since faults may significantly degrade the dependability ofan ADAS, much effort is placed
on fault preventionin the design process andfault removalduring the testing of a control
system [141]. However, a dependable design should also anticipate the occurrence of faults
during system operation, makingfault tolerancean important system attribute. Fault tol-
erance can be achieved by a combination ofrobustnessandredundancyon various system
levels: on the architectural level, in hardware components, and in the control system itself.

3.1.1 Fault-tolerant system architecture

Fault tolerance for automotive mechatronic systems is increasingly provided on system level
by choosing a suitable distributed control architecture [68]. The dependability of a dis-
tributed system is increased by allocating subfunctions tologically or physically separate
subsystems that cooperate to achieve the required system functionality. In addition, it may
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provide more flexibility in design and increase the performance of the system by load shar-
ing and more computing power. However, distributed controlalso introduces additional
complexity, costs, weight, and packaging problems [135].

3.1.2 Robustness and redundancy for component fault tolerance

Obviously, the dependability of a system can be increased byimproving the hardwarero-
bustnessof its components. However, hardware is likely to fail eventually and increased
robustness is associated with exponentially increasing costs, such that faults can never be
completely avoided, in which case the system must still exhibit some form of fault tolerance.

A more sensible option would therefore be to implementhardware redundancy, where
dependability is provided by a backup component. In the aerospace industrystatic redun-
dancyis often implemented, where three or more modules perform the same task on an
input signal in parallel. A voting mechanism compares theiroutput signals and decides by
majority which signal value is the correct one.Dynamic redundancyon the other hand,
requires only one module in operation, and if it fails, a backup unit takes over. An example
is a hydraulic backup in current electromechanical brake systems [122]. Again, some sort
of fault detection is necessary to observe whether the primary component has failed.

Unfortunately, hardware redundancy is often not acceptable for automotive systems, due
to constraints on costs and available space. Furthermore, faults are not always caused by
faulty hardware, but may also result from specific operatingconditions. Instead of adding
extra hardware, we will improve fault tolerance byanalytical redundancy, that is, by imple-
menting a mechanism for fault detection, state estimation,and control reconfiguration.

3.1.3 Fault tolerance for control systems by analytical redundancy

Passive fault tolerance

In a feedback control system, small additive or multiplicative faults in the system are cov-
ered by usual robustness properties of the controller [276]. Robust control is often referred
to aspassivefault tolerance. The impaired system continues to operate with the same con-
troller with the original control objective, but this comesat the cost of a trade-off between
the level of robustness and nominal system performance. In case of large faults, the con-
trolled system may even become unstable, which underlines the need for anactiveapproach
to fault tolerance.

Active fault tolerance

In order to provide an active fault-tolerant approach by analytical redundancy, the occur-
rence of a fault must be detected, diagnosed, and handled. This fault managementprocess
consists of the following steps, as illustrated in Figure 3.1:

• Fault detection: the indication that a fault has occurred.

• Fault isolation: the assessment of the exact location of the fault.

• Fault identification: the identification of the type and magnitude of the fault.

• Control reconfiguration: the accommodation of the effect of the fault by changing the
control parameters or control structure.
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Fault detection Fault isolation Fault identification Control reconfiguration

Figure 3.1: The consecutive steps in fault management.

The first two steps are often grouped together as fault detection and isolation (FDI). When
the fault identification function is included along with FDI, the process is referred to as fault
detection and diagnostics.

Depending on the type of fault, the reconfiguration may change the structure and/or pa-
rameters of the controller, in order to achievefault-tolerant control(FTC). Supervisionis
thus required to monitor whether the control objective is met. If not, the supervisor should
modify the control structure and/or parameters that make the failed closed-loop system meet
the objective [20]. In order to accommodate a fault,graceful degradationof the system
functionality may also be necessary, where the supervisor calculates a revised control ob-
jective with a degraded (but still acceptable) performance. Whilst supervision is essential
for active FTC, this research area has only received little attention [19].

Fault-tolerant control is a multi-disciplinary field of research, where a variety of issues,
such as reliability, redundancy, reconfiguration, robustness and supervision, all contribute to
the overall fault tolerance. Especially the integration ofFDI and FTC methods is necessary
for achieving a truly dependable system for safety-critical applications. The objective of
this chapter is therefore to integrate several methods for FDI and FTC with the aim of fault-
tolerant state estimation for ADASs.

3.2 Model-based fault detection and isolation

Currently, fault detection methods for automotive applications are usually based on model-
freeplausibility checking, where a sensor measurement is simply compared to a threshold.
In case of a fault (e.g., an ABS sensor fault), the system goes into a fail-safe mode,and
a warning is communicated to the driver (e.g., by lighting up a warning display). The
advantage is its simplicity, requiring little implementation effort. However, only large faults
(e.g., complete failure) can be detected and more detailed fault diagnosis is not possible.
Furthermore, with increasing automation of the driving task, reliable fault detection and
analytical redundancy will be necessary for safety-critical vehicle control functions.

Considering the complexity of the operating environment,model-basedmethods for
FDI will be more suitable. Many different approaches for FDIhave been developed since
the 1970s, as summarized in several textbooks [11, 32, 70, 186], in order to achieve fast and
robust detection of faults. These methods have been appliedin a variety of safety-critical
industries [113], such as the chemical, aerospace, and nuclear industry. From the 1990s, FDI
has also been increasingly researched for automotive control systems [111]. This section
gives a brief overview of these FDI methods and the possibilities for their application to the
fault types that were mentioned in Chapter 2.

Quantitative model-based FDI methods use measured input signalsum(t) and measured
output signalsz(t) of the process to derive characteristic values of the process, such as model
parameters or state estimatesx̂(t). These estimates can be compared to the corresponding
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Figure 3.2: Schematic diagram of model-based fault management.

measurements and the resulting differences are theresidualsr (t) of the fault detection pro-
cess. The deviation of residuals from the ideal value of zerois the combined result of noise,
modeling errors, and faults. Bychange detectionmethods these residuals are analyzed and
changesc(t) can be interpreted as faultsf(t), as illustrated in Figure 3.2. Residuals can be
generated using a variety of methods, depending on the type and location of the fault.

3.2.1 Parameter estimation methods

Parameter estimation can be used to detect process faults ifthe faults are reflected in process
parameters, as discussed in the tutorial paper by Isermann [110]. The comparison of refer-
ence parameters of input-output models with the actual measured parameters can indicate
the appearance of the fault. Generally speaking, the information gained from parameter es-
timation is very high, especially for multiplicative process faults. A further advantage is that
they are less sensitive to noise than the other methods presented in this section. However,
as the aim of this chapter focuses on sensor fault detection,we will further investigate other
model-based fault detection methods.

3.2.2 Dedicated state estimators

For an observable system the system state can be estimated from sensor measurements using
a variety of observers. Dedicated observers excited by one measurementzi can be used as
a baseline solution. From this observer input the other outputs can be reconstructed in the
vectorŷ and compared with the corresponding measurementsz. This allows the detection
of single sensor faults, as presented by Patton and Chen [185]. The applicability of each
of the observer types depends heavily on the specific problem, especially on the degree of
analytical redundancy provided by the process measurements.

In case of a stochastic process, a Kalman filter can be used to estimate the state of a linear
dynamic system that has been perturbed by Gaussian white noise [252]. The stochastic
innovations of a Kalman filter can indicate a change in the internal state of the process and
are useful for fault detection purposes [185].
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Since dynamic systems often exhibit nonlinear behavior, a nonlinear observer or an
extended Kalman filter (EKF) may also be applied [252]. The EKF linearizes the system
around the current state by calculating the Jacobian of the process and measurement models.
EKF-based sensor fusion is often used for state estimation applications,e.g., in vehicle
navigation systems [60]. Although the EKF is an effective solution, there are drawbacks to
this filter. One is that, if the system is highly nonlinear, the linearization might introduce
substantial errors in the estimation and might lead to divergence of the EKF. Furthermore,
if the noise distribution is not Gaussian, this could produce additional errors in the estimate.
These robustness issues should therefore be taken into account in the design of the filter.

In the previous chapter, a linear continuous-time representation of the system was used
for reasons of transparency, see (2.14). In this chapter we recognize that a vehicle system has
nonlinear dynamics with discrete-time measurements. We therefore consider a nonlinear
discrete-time representation, using a general stochasticdifference equation for the process

x(k) = f
(

x(k− 1),u(k− 1),w(k− 1)
)

(3.1)

and for the measurement
z(k) = h

(

x(k),u(k),v(k)
)

. (3.2)

The nonlinear functionf relates the statex(k) at the current time stepk to the statex(k− 1),
the control inputu(k− 1), and the noisew(k− 1) at the previous time stepk− 1. The non-
linear functionh relates the measurementz(k) to the statex(k), the inputu(k), and the
measurement noisev(k).

The variablesw(k) andv(k) are assumed to be Gaussian distributed with zero mean and
a covariance represented by the covariance matricesW andV, respectively:

w ∼ N (0,W), (3.3)

v ∼ N (0,V). (3.4)

Two kinds of estimation errors can be defined, thea priori estimation errore(k|k− 1) and
thea posterioriestimation errore(k). They are described by

e(k|k− 1) = x(k) − x̂(k|k− 1), (3.5)

e(k) = x(k) − x̂(k), (3.6)

wherex̂(k|k− 1) is thea priori state estimate based on knowledge of the process up to step
k−1 andx̂(k) is thea posterioristate estimate based on measurementsz(k) up to stepk. The
covariances of these estimation errors are defined by

P(k|k− 1) = E
{

e(k|k− 1)(e(k|k− 1))T
}

, (3.7)

P(k) = E
{

e(k)(e(k))T
}

, (3.8)

whereP(k|k− 1) is thea priori estimate error covariance andP(k) thea posterioriestimate
error covariance.

The first step in thetime update stageof the EKF algorithm is to project the state and
error covariance ahead by

x̂(k|k− 1) = f
(

x̂(k− 1),u(k− 1)
)

, (3.9)

P(k|k− 1) = A(k)P(k− 1)AT(k) + W(k− 1), (3.10)
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whereA(k) is the Jacobian of the system model equations described by

Ai, j (k) =
∂f

i

∂x j

(

x̂(k− 1),u(k− 1),0
)

. (3.11)

In themeasurement update stage, we first compute the Kalman gain as

K (k) = P(k|k− 1)CT(k)
(

C(k)P(k|k− 1)CT(k) + V(k)
)−1

, (3.12)

whereK (k) is the Kalman gain that minimizes thea posterioriestimate error covariance
P(k), andC(k) is the Jacobian of the measurement functionh according to

Ci, j (k) =
∂h i

∂x j

(

x̂(k|k− 1),u(k),0
)

. (3.13)

The state estimate and the error covariance are then updatedwith the measurement

x̂(k) = x̂(k|k− 1)+ K (k)
(

z(k) − h
(

x̂(k|k− 1),u(k)
)

)

, (3.14)

P(k) =
(

I − K (k)C(k)
)

P(k|k− 1). (3.15)

The residual
r (k) = z(k) − h

(

x̂(k|k− 1),u(k)
)

(3.16)

reflects the error between the predicted measurement by the functionh and the real mea-
surement fromz(k). In case of a fault in one of the inputsu j or measurementszi , the residual
r i will diverge from its nominal value around zero, such that a fault can be detected. The
changec in the residual vectorr can then be compared to knownfault signaturesf to diag-
nose the type and location of the fault. Fault diagnosis willbe further discussed in Section
3.2.8.

3.2.3 Fault-detection filters

In order to facilitate this fault diagnosis process, fault-detection filters can be designed that
yield multi-dimensional residuals that point in a particular direction, depending on the type
of fault. These filters have a special choice of the observer feedback gain, such that the
residual vector has certain directional properties [33]. It places the reachable subspace of
each fault into invariant subspaces that do not overlap. Then, when a nonzero residual
is detected, a fault can be announced and identified by projecting the residual onto each
invariant subspace.

3.2.4 Unknown input observers

In case a fault occurs in a system input, anunknown input observermay be used, where one
of the inputsu j is taken into account as an augmented state [252]. The generation of u j (k)
is usually modeled after arandom walkprocess as

u j (k) = u j (k− 1)+ wu j (k− 1), (3.17)
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with wu j (k) a white noise sequence, representing the uncertainty in the input. In case of an
unknown inputu j , we can rewrite (3.1) as

x′(k) = f (x′(k− 1),u′(k− 1),w′(k− 1)), (3.18)

wherex′ =
[

xT u j
]T

is the augmented state vector,u′(k) is the vector of known inputs,

andw′(k) =
[

wT wu j

]T
the augmented process noise vector. Correspondingly, the process

covariance matrix (3.3) and the Jacobians (3.11) and (3.13)have to be modified. With regard
to FDI, the unknown input observer is very useful in detecting faults in actuators or other
system inputs.

3.2.5 Generalized observer scheme

In addition to using a single observer, a bank of observers can be used, excited by all out-
puts. This is useful if the faults inflict changes on the internal states of the process. With
a bank of observers, adedicated observer scheme, each driven by a different output, re-
dundant state estimates become available, and even the detection of multiple sensor faults
becomes possible. FDI using a bank of dedicated observers has been successfully applied to
longitudinal vehicle control [101]. However, it is often not possible to obtain an observable
system using only one input.

A generalized observer schemeprovides a more suitable solution, which implements
a bank of observers with each observeri driven by all but thei-th measured variable, as
illustrated by the example in Figure 3.3(a). The residual vector r i from thei-th observer is
then sensitive to faults in all but thei-th sensor. Subsequently, all but one observer (thei-th)
will respond to a fault in thei-th sensor. The generated residual set will therefore be less
sensitive to modeling errors and unknown disturbances, which improves the robustness of
the FDI system and reduces the false alarm rate. However, thecost for this robustness is the
ability to detect only a single fault at a time in one of the sensors of the system.

3.2.6 Parity equations

Parity equations are a relatively simple and straightforward approach to construct resid-
uals that carry fault information, independent of system operating conditions and system
inputs under nominal operating conditions. Parity equations require the knowledge of a
fixed parameterized model that serves as a reference for the measured behavior, such that
the residual is constructed by

r = z− ŷ. (3.19)

Under nominal (fault-free) conditions these residuals fluctuate around zero below the thresh-
oldsγ. These parity equations are violated in the event of faults that effect the measurement
z. A fault can be detected when one or more residualsr i cross a threshold:|r i |> γi . Parity
equations are especially suitable for sensor faults [70, 184]. However, they are sensitive to
noise and the residuals are always temporal, since parity equations are open-loop by nature,
as illustrated in Figure 3.3(b).

Usually, application of a parity equation is combined with astate estimator, which pro-
vides the reference signalŷ. The application of parity equations for fault detection inauto-
mated longitudinal control was demonstrated by CaliforniaPATH in [33] (in combination
with fault detection filters) and in [101] (in combination with a dedicated observer scheme).
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Figure 3.3: Examples of model-based FDI: (a) generalized observer scheme; (b) parity
equation.

3.2.7 Change detection methods

After the generation of a residual, a fault should be detected by change detection methods.
Basseville [15] discusses several methods to derive a Boolean detection vectorc. An im-
portant performance requirement for effective residual evaluation is thedetectabilityof a
fault. A basic solution is to detect a fault when the residualcrosses a preassigned threshold
γ. However, due to model uncertainty and measurement noise, the residual will never be
exactly zero in the fault-free case, requiring a non-zero threshold. Considering a generalized
observer scheme with a sensor fault in thej-th sensor, the residualsr i j of the i-th observer
will satisfy the following detection logic:

ci j =

{

0 if |r i j (k)| ≤ γi j , i = j
1 if |r i j (k)|> γi j , i 6= j

, (3.20)

whereγi j are isolation thresholds.

As an example, Figure 3.4(a) illustrates a scenario, whereµ0 is the mean value of the
residual before the change (zero), andµ1 the a priori unknown mean after the change.
Unfortunately, a fixed threshold may cause false and missed alarms, when it is either set too
sensitive (γ1) or too unresponsive (γ2). Instead, adaptive thresholds can be used, depending
on the operating conditions. Another option may be to filter the residual using a moving
average filter, in order to reduce the signal noise. Unfortunately, all these solutions require
a priori knowledge of the operating conditions and the residual behavior in case of a fault.

Alternatively, a statistical test can be used to check whether the residual has a zero mean
and unchanged variance, assuming that the EKF residual is a white-noise signal. Since the
mean of the residual after the fault occurrence is usually unknown, an appropriate test is the
generalized likelihood ratio test [15]. Like most statistical detection algorithms, it uses the
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Figure 3.4: Strategies for change detection, illustrated for a change in residual mean from
µ0 = 0 to µ1 = 1 at t = 5 s: (a) using fixed thresholdγ1 andγ2; (b) using log-likelihood ratio
testing, where the difference function (3.22) crosses a thresholdγ after a delay tdelay.

log-likelihood ratios kj for observations of the residualr i from time j up to timek:

s kj =
k
∑

i= j

ln
pµ1(r i)
pµ0(r i)

. (3.21)

The statistical approach is to use the maximum likelihood estimate forµ, based on observa-
tionsr i , and estimate the corresponding probability distributions pµ0 andpµ1, respectively.
The log-likelihoodsk is then a measure for the likelihood that the mean value has changed
fromµ0 to µ1. A fault is detected when the difference function

g
k

= sk − min
1≤ j≤k
s j (3.22)

crosses a thresholdγ, as illustrated in Figure 3.4(b). Obviously, such a test introduces a
detection delaytdelay to allow robust detection of the residual change.

3.2.8 Fault diagnosis

After fault detection is performed, theisolabilityof faults can be defined as the ability to dis-
tinguish (isolate) specific faults [184]. A straightforward approach is to use a voting scheme
to pinpoint the location of the fault using prior knowledge of particular residual changes in
response to that fault. However, isolation and identification of faults is a more difficult prob-
lem than fault detection, since each fault must have a uniqueeffect upon the residuals for
correct isolation and identification. Although a single residual signal is sufficient todetect
faults, a set of residuals (or a residual vector) is requiredfor fault isolation.
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Table 3.1: Example of a generalized residual set for fault isolation.
Residualsr

Sensor in demonstrator f r1 r2 r3 r4 r5 r6 r7 r8
Longitudinal accelerometer f1 0 1 1 1 1 1 1 1
Lateral accelerometer f2 1 0 1 1 1 1 1 1
Gyroscope (yaw rate sensor) f3 1 1 0 1 1 1 1 1
Wheel speed sensor 1L f4 1 1 1 0 1 1 1 1
Wheel speed sensor 1R f5 1 1 1 1 0 1 1 1
Wheel speed sensor 2L f6 1 1 1 1 1 0 1 1
Wheel speed sensor 2R f7 1 1 1 1 1 1 0 1
Steering angle sensor f8 1 1 1 1 1 1 1 0

To facilitate the isolation problem for model-based FDI, a structured residual setr is
usually generated, where each residualr i is designed to be sensitive to a subset of faults
while remaining insensitive to other faults. This can be a dedicated residual set, where each
residual is sensitive to only one fault, but with this isolation method it is hard to achieve
robustness to model uncertainty [185].

Instead, a generalized observer scheme uses a generalized residual set, where each resid-
ual is sensitive to all faults but one. This results in a unique fault signature with respect to
the occurrence of each fault, which subsequently can be isolated by decision logic. In Table
3.1, each row represents a fault, where a “1” on thej-th row andi-th column implies that
fault f j affects the residualr i of the i-th observer. Since each residual is sensitive to all but
one sensor fault, there exists a unique combination of the residual response for each fault,
as can be seen in each row in Table 3.1. Using such a residual table, any single sensor fault,
f j can be uniquely detected and isolated.

3.2.9 Considerations for model-based FDI for ADASs

Large faults are relatively easy detected by the diagnosis methods described above. How-
ever, it is also of interest to know what fault size is necessary to trigger the change detection
module. In addition to isolability and detectability, an important performance indicator for
FDI is therefore the faultsensitivity, i.e., the ability of the method to detect faults of a rea-
sonably small size [70], in order to obtain an FDI system witha low missed alarm rate.

Simultaneously, the FDI system must have a certain level ofrobustnessto noise, distur-
bances, and modeling error, in order to have a low false alarmrate. Several authors, see the
survey by Gertler [70], present methods for increasing the robustness of FDI systems, either
by adaptive methods, or by accounting for the uncertainty inresidual generation directly.
Kanev [130] has developed a method for fault-tolerant control that deals with inaccurate
information coming from the FDI scheme through the use of randomized algorithms. This
highlights the importance of developing the FDI and FTC systems in an integrated approach.

In any case, an important requirement in highly dynamic systems (such as automobiles)
is rapid detection and isolation of faults,i.e., a small value for the detection delaytdelay,
when using the generalized likelihood ratio test. A rapid detection will prevent instability
of the system during the fault detection and possible reconfiguration of the control system.
The supervisor in an FTC system must therefore maintain stability during the fault detection
and reconfiguration process [229] and has to avoid large transients or discontinuities [117].
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Figure 3.5: The two Smart vehicles at the test track around the VeHIL laboratory in Hel-
mond, the Netherlands.

Since all methods have their advantages and disadvantages,a combination of different
methods may lead to a betterfault detection coverage, i.e., a larger subset ofF that can
be detected. This will improve the dependability of the fault management system and of
the system as a whole. We therefore combine the generalized observer scheme and parity
equations in the design of a fault-tolerant state estimation system.

3.3 Demonstrator vehicles

A demonstrator setup has been built for implementation of a fault-tolerant ADAS. This
demonstrator consists of two automated Smart Fortwo vehicles, depicted in Figure 3.5.

3.3.1 Prototype instrumentation

The Smarts are used as experimental platforms for rapid control prototyping purposes, and
are instrumented with electronically controlled actuators. The throttle angle is controlled by
providing an electronic interface to the motor management system. The standard hydraulic
brake system has been replaced by an electrohydraulic brakesystem, which provides a fast
and accurate response and higher control bandwidth. The six-speed sequential gearbox is
electronically controlled, and a steering motor is implemented for ADAS applications that
require automatic steering,e.g., lane keeping. In addition, communication with the driver is
provided by a control lever to receive driver inputs, and a human-machine interface (HMI)
to transmit information and warnings to the driver. Signal processing and control algorithms
are implemented on ControlCIT, which is a real-time Linux-based, PC/104 industrial com-
puter system, specifically developed for real-time controlprototyping of ADAS applications
[191]. The interfacing between ControlCIT, sensors, and actuators is implemented by a ded-
icated vehicle CAN bus. The instrumentation is schematically depicted in Figure 3.6.
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Figure 3.6: Schematic diagram of the instrumentation of theSmart.

The vehicles are equipped with several sensor systems for state estimation and environ-
ment detection. A triaxial accelerometer measures the accelerationa of the vehicle in the
x, y, andz direction. A wheel encoder on each wheeli j measures the angular wheel speed
ωwheel,i j , with i ∈ {1,2} indicating the front and rear axle, andj ∈ {L,R} the left and right
wheel, respectively. A gyroscope is used to measure the yaw rate ψ̇. The actuator posi-
tions are measured by sensors that give the steering wheel angle δst, throttle pedal position
sth, brake pedal positionsbr, and gearbox positionsgear. A magnetometer is used to detect
magnetic markers embedded in the road surface as an absoluteposition reference. Although
magnets have been used for automatic vehicle control [214],they are used here merely for
validation purposes. Instead, we rely on differential GPS (DGPS) to provide global position
information, such as latitudeζ, longitudeη, and headingϑ in the World Geodetic System
WGS84. The vehicle motion is defined in the global coordinateframe{G}, which is a
right-handed Cartesian coordinate system (x,y). These axesx andy are aligned with the
longitude and latitude directions (pointing north and eastrespectively), and centered on a
local datum (ζ0,η0) on the Earth. The orientation of the vehicle is indicated bythe yaw
angleψ. Assuming a spherical projection, an approximate conversion from global position
in the WGS84 coordinate system to the frame{G} is given by [48]

x =
2πRearth

(

1− e2
earth

)(

cos(πζ0/180)
)

360
(

1− e2
earth(sin(πζ0/180))2

)1.5 η, (3.23)

y =
2πRearth

(

1− e2
earth

)

360
(

1− e2
earth(sin(πζ0/180))2

)1.5ζ, (3.24)

ψ = mod

(

−(ϑ− 90)2π
360

,2π

)

, (3.25)
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Table 3.2: Relevant sensor characteristics of the Smart demonstrator vehicles.
Sensor Signal Unit Range Resolution Update fre- Variancea

Min. Max. quency [Hz]

DGPS ζ ◦ −90 90 1.0·10−7 1 10.0m2

η ◦ −180 180 1.0·10−7 1 10.0m2

ϑ ◦ 0 360 0.0078125 1 0.4rad2

Accelerometer along m/s2 −19.62 19.62 0.0485 100 2.3·10−2

alat m/s2 −19.62 19.62 0.0485 100 3.6·10−2

Gyroscope ψ̇ rad/s −1.745 1.745 0.000244 100 1.0·10−6

Wheel encoder ωi j m/s −40 40 0.0146 100 2.5·10−4

Steer angle δs
◦ −780 780 0.1 100 1.0·10−6

encoder δ̇s
◦/s 0 1016 4.0 100 5.0·10−3

Lidar r lidar m 0 100 0.1 11 3.0·10−2

φlidar
◦ −25.4 25.4 0.2 11 3.0·10−2

ṙ lidar m/s −60 20 0.1 11 1.0·10−2

VVC x 0 400 50
Magnetometer x,y m 8.0·10−4 500 5.0·10−5

a The unit of the variance is the square of the parameter unit, unless indicated otherwise.

whereRearth= 6378137m is the Earth radius andeearth= 0.08181919 is the eccentricity of
the Earth.

The host vehicle state measurements are defined in a frame{G′} with its origin fixed at
the origin of frame{G}, but its direction vectors (denoted as ‘lat’ and ‘long’) aligned with
the central principal axes of the vehicle chassis1, as illustrated in Figure 3.7. Considering
only vehicle motion in the horizontal plane, the transformation from {G′} to {G} can be
obtained by pre-multiplication ofG

′
x with the transformation matrix

G
G′R =

[

cos(ψ) −sin(ψ)
sin(ψ) cos(ψ)

]

. (3.26)

For the purpose of environment sensing the vehicles are equipped with a lidar sensor,
which provides the ranger, the range ratėr, and the angleφ to an object, measured in a
vehicle-fixed polar coordinate system{P}. The lidar can track up to five targets simultane-
ously. In addition, the vehicles are equipped with wirelesslocal area network modules that
are able to receive and to transmit information to other vehicles within a range of several
hundreds of meters, depending on environmental conditions. Table 3.2 provides some basic
characteristics for the above-mentioned sensor systems.

3.3.2 Vehicle modeling

A vehicle model is required to implement a system for vehiclestate estimation and model-
based FDI. Since we require a reliable model for robust FDI, anonlinear two-track vehicle
model is set up, including engine, driveline, chassis, body, and tire dynamics. Considering

1Note that the direction vectors in the frame{G′} refer to thelateral andlongitudinal direction of the vehicle,
and should not be confused with the termslatitude andlongitudethat are used in the WGS84 frame. Refer to the
Glossary for more information on the coordinate systems used in this thesis.
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Figure 3.7: Definition of the coordinate frames: (top left) side view of the (driven) rear left
wheel; (top right) top view of the (steered) front left wheel; (bottom) top view of the vehicle
chassis. Black bold arrows indicate velocities (or rotational velocities), grey bold arrows
indicate forces (or torques), and black thin arrows indicate dimensions (or angles).

only motion in the horizontal plane, the discrete-time equations of motion are2 [177]:

mG′
v̇long(k) − mGψ̇(k)G′

v̇lat(k) =
∑

G′
Flong(k) − G′

Fair, long(k) − G′
Fgrav, long(k), (3.27)

mG′
v̇lat(k) + mGψ̇(k)G′

v̇long(k) =
∑

G′
Flat(k), (3.28)

Iz
G̈ψ(k) =

∑

G′
Mz(k), (3.29)

2For the ease of notation we will denote the finite difference approximation of velocity and acceleration signals
by their time derivative,e.g., the longitudinal component of the vehicle’s accelerationis denoted bẏvlong. With

sample timets, we then havėvlong(k) =
vlong(kts)−vlong((k−1)ts)

ts
, where the left-hand side is the sampled signal, and the

right-hand side refers to continuous-time signals.
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Table 3.3: Smart vehicle characteristics.
Parameter Symbol Value Unit
Vehicle length L 2500 mm
Vehicle width W 1515 mm
Wheelbase l 1812 mm
Distance front axle to center of gravity l1 1022 mm
Distance rear axle to center of gravity l2 −790 mm
Height of center of gravity h0 620 mm
Track width front axle s1 1286 mm
Track width rear axle s2 1354 mm
Vehicle mass (empty) m 820 kg
Moment of inertia aroundz axis Iz 609 kgm2

Wheel moment of inertia Iwheel 1.4 kgm2

Gravitational acceleration g 9.81 m/s2

Loaded tire radius R 285.0 mm
Effective tire radius Reff 290.8 mm
Maximum engine power (rear-wheel drive)Peng 40 kW
Maximum engine torque Teng 80 Nm
Maximum engine speed neng 6000 rpm
Aerodynamic drag coefficient Cw 0.37 –
Frontal area Ax 2.32 m2

Air density ̺air 1.202 kg/m3

wherem and Iz are the vehicle mass and moment of inertia,g the gravitational accelera-
tion, and

∑

G′
Flong(k),

∑

G′
Flat(k), and

∑

G′
Mz(k) are the combined tire forces and moments

in the vehicle chassis frame{G′} at stepk. The longitudinal components of the air and
gravitational resistance forces are

G′
Fair, long(k) = 0.5̺airCwAx

G′
v2

long(k), (3.30)

G′
Fgrav, long(k) = mgsin(G

′
αroad(k)), (3.31)

with ̺air the air density,Cw the aerodynamic drag coefficient,Ax the frontal area of the
vehicle, andG′

αroad(k) the road inclination. Coast-down tests provide rolling and air resis-
tance coefficients, such that the parameters involved inG′

Fair, long(k) andG′
Fgrav, long(k) can be

calculated, see Table 3.3.
Equations (3.27)-(3.29) can be solved using the following model. The vehicle velocities

(G′
vlong(k− 1), G′

vlat(k− 1), and yaw rateGψ̇ (k-1)), the wheel angular velocitiesWωi j (k), and
the vertical tire forcesFtire,z,i j (k−1) are used at time stepk as initial conditions for the model.
The velocity components at each wheel location are then

G′
vlong,i j (k) = G′

vlong(k− 1)− Gψ̇(k− 1)Lsi j , (3.32)
G′
vlat,i j (k) = G′

vlat(k− 1)+ Gψ̇(k− 1)Ll i , (3.33)

with Ll i andLsi j being the longitudinal and lateral distance from the vehicle center of gravity,
as measured in the vehicle-fixed frame{L}3. With wheel anglesδi j the velocities in the

3For notational convenience the indication of the sample step k and coordinate frame have been omitted in the
remainder of this section, unless the discrete time step is different fromk.
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wheel framevwheel,x,i j andvwheel,y,i j are then
[

vwheel,x,i j

vwheel,y,i j

]

=

[

cosδi j sinδi j

−sinδi j cosδi j

][

vlong,i j

vlat,i j

]

. (3.34)

For a tire with effective radiusReff, the tire slip anglesκ andα are then given by

κi j = −
vwheel,x,i j −ωi j Reff

vwheel,x,i j
, (3.35)

αi j = tan−1
(

vwheel,y,i j

vwheel,x,i j

)

. (3.36)

For longitudinal and lateral tire slip anglesκi j andαi j , camber anglesυi j , and vertical tire
forcesFtire,z,i j , Pacejka’s Magic Formula [177] gives

Ftire,x,i j ,Ftire,y,i j ,Mtire,z,i j = Magic Formula
(

κi j ,αi j ,υi j ,Ftire,z,i j
)

, (3.37)

where we assume constant road surface conditions. The reader is referred to [278] for an
in-depth discussion of tire force and road friction estimation. These tire forces and moments
for each wheel are then transformed to the chassis frame by

[

Fchas, long,i j

Fchas, lat,i j

]

=

[

cosδi j −sinδi j

sinδi j cosδi j

][

Ftire,x,i j

Ftire,y,i j

]

. (3.38)

The equations of motion (3.27)-(3.29) can then be solved by summing the chassis forces
and moments:

∑

Flong =
∑

i, j

Fchas, long,i j , (3.39)

∑

Flat =
∑

i, j

Fchas, lat,i j , (3.40)

∑

Mz =
∑

i, j

(

−Fchas, long,i j si j + Fchas, lat,i j l i + Mtire,z,i j
)

. (3.41)

Introducing a wheel moment of inertiaIwheel, drive torqueTth, brake torqueTbr, and
rolling resistance coefficientfroll , the motion equation for the wheel is obtained as

Iwheel̇ωi j = Tth,i j − Tbr,i j − Ftire,x,i j R− Ftire,z,i j frollR, (3.42)

which givesωi j for the next integration time stepk+ 1 with sample timets:

ωi j (k+ 1) =ωi j (k) + ω̇i j (k)ts. (3.43)

The corresponding characteristics of the driveline and brake dynamics are also summarized
in Table 3.3. The vertical tire forces for the next integration time step can then be found by

Ftire,z,1L(k+ 1) =
l2
2l

mg+
(

Fchas,y,1L(k) + Fchas,y,1R(k)
)

h1

s1
−

h0

2l
ṁvlong(k), (3.44)

Ftire,z,1R(k+ 1) =
l2
2l

mg−
(

Fchas,y,1L(k) + Fchas,y,1R(k)
)

h1

s1
−

h0

2l
ṁvlong(k), (3.45)

Ftire,z,2L(k+ 1) =
l1
2l

mg+
(

Fchas,y,2L(k) + Fchas,y,2R(k)
)

h2

s2
+

h0

2l
ṁvlong(k), (3.46)

Ftire,z,2R(k+ 1) =
l1
2l

mg−
(

Fchas,y,2L(k) + Fchas,y,2R(k)
)

h2

s2
+

h0

2l
ṁvlong(k), (3.47)
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where the first term is the static load distribution, the second term the load transfer due to
roll, and the third term the load transfer due to pitch (neglecting suspension characteristics).
Here,l is the wheelbase,h0 is the height of the center of gravity, andhi the height of the roll
center at thei-th axle. Values for these parameters are also given in Table3.3.

3.4 State estimation by extended Kalman filtering

Based on the nonlinear vehicle model, as presented in the previous section, we will now
derive an EKF in order to estimate the vehicle state.

3.4.1 Model equations

The vehicle state is characterized by the position, velocity, and acceleration in three direc-
tions of the vehicle frame{G′} (x, y, and rotation aroundz). In addition, the inertial sensors
(accelerometers and gyro) are susceptible to bias, due to changes in orientation (e.g., road
banking). The state vectorx is therefore defined to contain the following components:

Gx x position,
Gy y position,
Gψ yaw angle,
G′
vlong velocity in longitudinal direction,

G′
vlat velocity in lateral direction,

Gψ̇ yaw rate,
G′
v̇long differentiated velocity in longitudinal direction,

G′
v̇lat differentiated velocity in lateral direction,

G̈ψ yaw acceleration,
bacc, long bias state for longitudinal accelerometer,
bacc, lat bias state for lateral accelerometer,
bgyro bias state for gyro.

Since it is difficult to derive the engine and brake torque in areliable way, the use of
(3.42)-(3.43) is not recommended for deriving the wheel dynamics. Instead the measure-
ments of the four wheel speedsWωwheel,m,i j are used as input. In addition, the wheel angles
G′
δi j can be derived directly from the steering wheel sensor measurementδst,m. Together

with estimated values for the vertical tire forcesWFtire,z,i j , the filter’s input vectoru then
contains the following components:

G′
δ1L,m measured wheel angle for wheel 1L,

G′
δ1R,m measured wheel angle for wheel 1R,

Wωwheel,1L,m measured wheel speed for wheel 1L,
Wωwheel,1R,m measured wheel speed for wheel 1R,
Wωwheel,2L,m measured wheel speed for wheel 2L,
Wωwheel,2R,m measured wheel speed for wheel 2R,
WF̂tire,z,1L estimated vertical tire force for wheel 1L,
WF̂tire,z,1R estimated vertical tire force for wheel 1R,
WF̂tire,z,2L estimated vertical tire force for wheel 2L,
WF̂tire,z,2R estimated vertical tire force for wheel 2R.
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Based on the assumption of Gaussian distributed white noise, we can now derive the fol-
lowing nonlinear discrete-time state equations:
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wheref (·) represents the model (3.27)-(3.47).
Using the available sensors, the following measurement signals are defined:
GxGPS x coordinate obtained from GPS longitude, according to (3.23),
GyGPS y coordinate obtained from GPS latitude, according to (3.24),
GψGPS yaw angleψ obtained from GPS heading, according to (3.25),
G′
along,m longitudinal acceleration obtained from accelerometer,

G′
alat,m lateral acceleration obtained from accelerometer,

Gψ̇m yaw rate obtained from gyroscope.

The measurement equations are defined as follows4:
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. (3.49)

Due to GPS signal processing, GPS has an inherent latency of around 0.12 s, which is in-
cluded in the measurement equations by the parameterNGPS. With a time stepts of 0.01 s,
NGPS is thus equal to 12. Another property of GPS is that the measurement updates once ev-
ery 1 second, whereas the other vehicle state sensors have anupdate rate of at least 100 Hz,
as shown in Table 3.2. In case of updates from the accelerometers and gyro, (3.49) reduces
to the last three lines. This requires careful implementation of the filter, as discussed next.

3.4.2 Observability, implementation, and tuning of the EKF

A dynamic system is said to be observable if it is possible to uniquely reconstruct the state
information, based on the model of a system given the inputs and outputs of the system.

4The reader should not confuse velocity signalsv and elementsv of the noise vectorv in (3.49) and (3.57).
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Figure 3.8: Comparison of real and estimated position for one lap around a test track.

For a linear time-invariant state space model (2.14) withn states the observability can be
proven by requiring that the observability matrixO =

[

CT
... ATCT

... · · ·
...
(

AT
)n−1

CT
]T

has
rankn. However, for the nonlinear vehicle model (3.27)-(3.47)O cannot be calculated in a
straightforward way, and global observability is difficultto prove. The model can therefore
be linearized at each time stepk of the EKF operation. Subsequently, the observability
matrix O, is calculated for each linearization in some test runs of the EKF. It is shown in
[96] that O has full rank at each stepk, in case the vehicle is moving, and the linearized
model is thus locally observable.

The EKF is implemented in ADVANCE, which is a MATLAB /SIMULINK toolbox for
simulation and analysis of combined vehicle dynamics and powertrain systems [45]. Tun-
ing of the EKF requires knowledge about the covariances of the model disturbances. The
measurement covariance matrixV is implemented as a diagonal matrix with the diagonal
elements set equal to the variance of the measurement noise,as indicated in Table 3.2,i.e.,
V = diag

(

10, 10, 0.4, 2.3 ·10−2, 3.6 ·10−2, 1.0 ·10−6
)

. The process noise covariance ma-
trix W is tuned by adjusting the variance of individual states proportional to the variance of
corresponding measurements. As an example, the process noise of the position states (x, y)
is chosen much smaller than the GPS noise variance. On the other hand, the process noise
of the yaw ratėψ is set larger than the variance of the gyro, since the gyro is avery accurate
sensor. Therefore we chooseW = diag

(

1.0·10−4, 1.0·10−4, 1.0·10−5, 1.0·10−7, 1.0·10−7,

6.0 ·10−7, 1.0 ·10−2, 1.0 ·10−3, 1.0 ·10−3, 1.0 ·10−12, 1.0 ·10−8, 1.0 ·10−8
)

.

To initialize the EKF, all states are set to zero, and an initialization sequence of 60 s is
applied, where the process noisewi of the position states inW is chosen at a much larger
value. This allows for the global position estimate to converge to a reliable value. Different
values for theV matrix are used for vehicle state sensor updates and GPS updates. In
addition, since the tire dynamic model does not work properly at low speed, a simple low
speed odometric model is used for speeds below 2 m/s.
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Table 3.4: Accuracy of the state estimation in terms of the error covariance.
Statexi Error covariancePi, j=i
√

Gx2 + Gy2 1.6
Gψ 1.0 ·10−3

G′

vlong 6.6 ·10−5

Gψ̇ 1.0 ·10−6

G′

along 1.9 ·10−2

G′

alat 1.2 ·10−3

bacc, long 1.9 ·10−4

bacc, lat 1.5 ·10−3

bgyro 1.0 ·10−14

3.4.3 Validation of the state estimation

The performance of the state estimation has been evaluated on a test track in Helmond,
the Netherlands (see Figure 3.5), where the road surface is instrumented with magnetic
markers with known coordinates. Figure 3.8 shows the results of the estimated position for
one lap, compared to the actual position, as obtained from the magnetic markers with an
accuracy of±0.04 m. Figure 3.9 shows the vehicle states estimated by the EKF, as well as
the corresponding measurements.

The quality of these estimates is identified by comparing them to a ground truth refer-
ence. Table 3.4 shows the variance of the estimation errory − ŷ, where the estimates are
given by (3.49) and the reference statey is provided by the magnet measurements. Com-
pared to the noise variance of the measurementsz in Table 3.2, the EKF provides more ac-
curate state information. Especially the error in the estimate for the global position (Gx,Gy)
has decreased significantly, which is important for navigation purposes. Furthermore, pre-
viously unavailable vehicle states such as the lateral velocity vlat, tire forcesFtire,i j , and tire
slip anglesαi j can be estimated, which is useful for vehicle stability control systems. The
acceleration estimates have also improved, due to the bias estimation. However, they still
show some high-frequency noise, due to the noisy system inputs (the wheel speed measure-
ments) and the feedback of the noisy acceleration measurements. The signalŝalong andâlat

are therefore post-filtered with a low-pass Butterworth filter to give a satisfactory result.

Figure 3.9 shows that the update of the GPS heading lags behind. In addition, Figure
3.8 shows that at some instances during the test drive errorsoccur in the GPS measurement,
due to the disturbances discussed in Chapter 2. Although this error is not due to mechanical
failure, it is considered as a fault, since the error in the GPS measurement increases beyond
what is considered normal noise variance. This could be solved by increasing the GPS-
related variance in the measurement covariance matrixV, but this could also cause the
estimated position to diverge over time. Since GPS faults can be quite large and sudden
(e.g., when driving into a tunnel), the inherent trade-off between robustness and accuracy of
the EKF cannot be solved using a fixed measurement covariancematrix. In the next section,
a method for fault detection of sensor faults is therefore applied that also provides analytical
redundancy, in case sensors are temporarily unavailable.
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Figure 3.10: Generalized observer scheme for the sensor fault management system.

3.5 Fault management of vehicle state sensor faults

Although estimation of position by GPS is prone to faults, vehicle state sensors, such as
wheel speed sensors, are generally quite reliable. However, with increasing automation,
faults should be quickly diagnosed and managed. In this section we therefore present a
model-based FDI system for sensor fault diagnosis that is robust to the system’s distur-
bances. Furthermore, analytical redundancy is provided bya reliable estimate for the faulty
sensor signal to maintain fault-operational behavior of the ADAS. With regard to the fault
occurrence, we assume that, apart from GPS, only a single sensor fault occurs at any time
instant, due to the high hardware reliability. Furthermore, all sensor faults can be modeled
additively.

3.5.1 Generalized observer scheme of EKFs

A generalized observer scheme of EKFs is developed, where each EKF is driven by all but
one sensor measurement, based on the EKF developed in the previous section. Since the
Smart demonstrator vehicle is instrumented with eight vehicle state sensors (two accelerom-
eters, a gyro, four wheel speed sensors, and a steering anglesensor), a generalized observer
scheme of nine EKFs is developed, as illustrated in Figure 3.10. The first filter EKF0 uses
all sensors in the nominal case, whereas the other eight filters EKF1 to EKF8 each use all
but one sensor. EKF1 to EKF3 are filters of the type presented in Section 3.2.2, whereas
filters EKF4 to EKF8 are unknown input observers, as presented in Section 3.2.4.In case of
a fault in sensori, the output from the residual evaluation block will indicate which sensor
fault has occurred and subsequently select the state estimate from the corresponding EKFi

(i.e., the one that uses all but the faulty sensor measurement) as the fault-free output.
For GPS faults, separate fault detection logic is applied, since these faults occur much

more often, and the residuals have a different behavior fromthat of the generalized observer
scheme. The residuals are created using parity equations bycomparison of the estimated
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position
[

x̂ ŷ ψ̂
]T

and the GPS measurement vector
[

xGPS yGPS ψGPS

]T
. The resulting

residuals

Gr GPS=





GxGPS
GyGPS
GψGPS



−





Gx̂
Gŷ
Gψ̂



 (3.50)

are then transformed to the vehicle frame{G′}:

G′
r GPS= G′

G R Gr GPS. (3.51)

Subsequently, fault detection is performed using velocity-dependent thresholds. In case a
GPS fault occurs, a redundant position estimate is providedby the EKF, using only measure-
ment updates from the accelerometers and gyroscope by considering the last three lines in
(3.49). The result of this analytical redundancy can be seenin Figure 3.8. Due to multi-path
reflections near buildings, the GPS measurement suddenly changes at the lower-left corner
of the track, which is subsequently recognized and handled by the GPS fault management
mechanism.

3.5.2 Sensor fault detection and isolation

A significant change in the residualsr i j for each EKFi and each sensorj is detected with
the generalized likelihood ratio test (3.22). The change detectionci j , a Boolean value, then
indicates the change of a residual vector for EKFi. In case of a sensor fault in sensorj,
there is a unique pattern of the generalized residual set andtherefore this sensor fault can
be accurately isolated, as was shown in Table 3.1. A sensor fault will be declared only
if a change is detected inall residuals that are sensitive to this sensor fault. Therefore, a
generalized observer scheme demonstrates good robustnessto noise and disturbances. Con-
versely, in order to improve the sensitivity of the FDI process, the generalized residual set
in Table 3.1 may be altered, when a specific observeri is insensitive to a fault in sensorj.

3.5.3 Reconfiguration of state estimation

Since each EKFi in the generalized observer scheme uses all but one sensor signal, there
is an estimate generated from each EKFi for the sensor measurementj = i it does not use,
providing analytical redundancy for this sensor. A fault management system is integrated
into the designed FDI system for recognizing and handling the diagnosed fault. The basic
scheme of this fault management system is shown in Figure 3.10. From the nine EKFs, nine
estimated state vectorŝx0, . . . , x̂i , . . . , x̂8 are obtained, wherei = 0 represents the nominal
case, andi = 1, . . . ,8 correspond to the eight sensors from Table 3.1. The change detection
vectorc from the residual evaluation block is then used in the state selection block to switch
to x̂i in case of a fault in thej-th sensor, withi = j.

3.5.4 Validation results

The performance of the fault management system is demonstrated during test drives, in
which actual faults occur. In addition, several faults are injected in data from test drives that
was replayed during off-line simulations. As an example, Figure 3.11 shows the results for
a simulated fault in the longitudinal accelerometer.
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Figure 3.11: Results of host vehicle sensor FDI and fault-tolerant state estimation.

From the results it can be concluded that the fault management system performs ade-
quate for the presented scenarios. However, before this system can be implemented in a
production vehicle, more elaborate testing must assure that the sensitivity and robustness of
the fault management system are above a desired level. Unfortunately, considering the wide
variety of operating conditions and failure modes, it is difficult to obtain representative val-
ues for these performance measures and recreate the fault conditions. Nevertheless, since
the focus of this thesis is precisely on this validation problem, the current system design is
used for the remainder of this thesis.

3.6 Fault management for relative motion estimation

Apart from host vehicle information, an ADAS especially requires reliable information on
other road users from environment sensors. However, due to noise, disturbances, and faults
in individual sensors, fusion of data from multiple sensorsis often necessary to obtain more
complete and more accurate information of the traffic environment. In this section we there-
fore design a separate fault management system for environment sensing, in order to obtain
accurate and reliable information on the relative motion between the host and target vehi-
cles.

3.6.1 Definition of relative motion

Information on the relative motion between two vehicles is characterized by the distancexr

andyr in longitudinal and lateral direction, relative velocitiesvr,x andvr,y, and relative angle
ψr, defined in a vehicle-fixed frame{L}, as illustrated in Figure 3.12. In the demonstrator
vehicles two methods are available for obtaining this relative motion. The lidar directly
measures the ranger lidar, angleφlidar, and range ratėr lidar to an object in the polar frame of
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Figure 3.12: Model of the inter-vehicle motion between the host and target vehicle.

the sensor{P}. In addition, the relative state information can be derivedfrom communi-
cation of the vehicle states in frame{G}, as estimated by the fault management system of
the previous section. The first step in sensor fusion, is to represent the sensor measurements
Pzlidar and vehicle statesGx in a common frame. The transformation of communicated data
from {G} to {P} in order to obtain the relative motionPxr,comm is then given by:

Prcomm =
√

(Gx1 − Gx2)2 + (Gy1 − Gy2)2 − (L1,2 + L2,1), (3.52)

Pφcomm = arctan2

(

Gy1 − Gy2
Gx1 − Gx2

)

− Gψ2, (3.53)

Pṙcomm = (Gẋ1 − Gẋ2)cos(Pφcomm+ Gψ2) + (Gẏ1 − Gẏ2)sin(Pφcomm+ Gψ2), (3.54)

whereL1,2 andL2,1 are the vehicle lengths to take into account the translationfrom the origin
of {L} to {P} (see Figure 3.12). The four-quadrant arc tangent operator arctan2 takesx and
y as arguments and maps them into the full circle (−π,π].

3.6.2 Data association for sensor fusion

Figure 3.13 gives a schematic diagram of the environment sensing FDI system, which in-
volves sensor fusion. The first step in this sensor fusion forinter-vehicle state estimation, is
to combine the data obtained from the lidar sensor and the data obtained through communi-
cation with other vehicles. Since the lidar system can detect up to five different objects, it is
necessary to match a communicated target vehiclei to the associated detected objectj. One
possibility to accomplish this data association is to use the Mahalonobis distances, which is
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Figure 3.13: Fault management system for lidar and communication signals.

the Euclidean distance normalized by the variance of each variable. This distance provides
an unbiased measure for the equivalence of two sets of measurements. Each element ofs is
defined as

si, j =
√

(zcomm,i − zlidar, j )TV−1(zcomm,i − zlidar, j ), (3.55)

wherezcomm,i =
[

Prcomm,i
Pφcomm,i

Pṙcomm,i
]T

is the state vector communicated by vehicle

i, modified according to (3.52)-(3.54) andzlidar, j =
[

Pr lidar, j
Pφlidar, j

Pṙ lidar, j
]T

is the mea-
surement vector of thej-th lidar target. To associate the correct objecti with the correct
target j, the Mahalonobis distance is calculated for each combination of objecti and target
j. Those objects and targets with the smallest distancesi, j , taking into account a maximum
threshold value, are associated. Figure 3.14 shows the target association according to (3.55)
during a typical test run.

3.6.3 Sensor fusion by Kalman filtering

In case two corresponding measurements from lidar and communication are available, they
are combined in a linear Kalman filter to provide an estimate for the inter-vehicle states.
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Figure 3.14: Visualization of target association, with objects received through communica-
tion ( ), targets obtained with the environment sensor (), and the resulting associated
and relevant targets ( ). In addition, the path prediction for the host vehicle is indicated
( ), which illustrates that the vehicle is driving in a curve.
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The relative state vector is defined asxr =
[

xr yr vr,x vr,y
]T

, and the discrete-time state
equations as:









xr(k)
yr(k)
vr,x(k)
vr,y(k)









=









xr(k− 1)+ tsvr,x(k− 1)+ wxr(k− 1)
yr(k− 1)+ tsvr,y(k− 1)+ wyr(k− 1)
vr,x(k− 1)+ wvr,x(k− 1)
vr,y(k− 1)+ wvr,y(k− 1)









. (3.56)

In case data from both sources is available, the discrete-time measurement equations are

























xr, lidar(k)
yr, lidar(k)
vr, lidar,x(k)
vr, lidar,y(k)
xr,comm(k)
yr,comm(k)
vr,comm,x(k)
vr,comm,y(k)

























=

























xr(k) + vxr, lidar(k)
yr(k) + vyr, lidar(k)
vr,x(k) + vvr, lidar,x(k)
vr,y(k) + vvr, lidar,y(k)
xr(k) + vxr,comm(k)
yr(k) + vyr,comm(k)
vr,x(k) + vvr,comm,x(k)
vr,y(k) + vvr,comm,y(k)

























. (3.57)

When data from only one source is available, four lines in theabove equation are left
out. The measurement covariance matrixV in (3.57) is chosen in accordance with the noise
variance of the lidar (see Table 3.2) and the error covariance P corresponding to the state
estimateĜx (see Table 3.4). By tuning the process covarianceW in (3.56), a relative state
estimation with sufficient performance is obtained. In addition, the filters generate residuals,
which are useful for environment sensor fault detection. Asillustrated in Figure 3.13, the
fault management system assesses the residuals and switches to the appropriate state vector:
x̂r,comm, x̂r,lidar, or x̂r,fusion.

3.6.4 Validation results

Figure 3.15 shows the distance and relative velocity duringthe same test run as Figure 3.14.
The plots show the values obtained from lidar measurements,the relative motion computed
using the model (3.52)-(3.54) and the resulting Kalman filtered states. These results show
that the resulting estimated signal is more accurate and reliable than each of the two sensor
signals separately. Att = 1644.2s information from objecti − 3 (where the host vehicle is
vehicle i) becomes available through VVC, with no matching lidar target, as can be seen
from the first subplot. The Kalman filter then simply filters the state obtained through
VVC. Vice versa, att = 1653.6s the lidar information from targeti − 2 disappears, because
this target becomes occluded by targeti − 1. Consequently, the filter uses the information
from VVC only. The second subplot shows the relative velocity information for the most
important objecti −1. This plot shows that the estimatedvr,x responds faster to deceleration
maneuvers of preceding vehicles, since the information from the VVC is available with
a higher update rate than that of the lidar. This is an advantage in emergency braking
maneuvers, since the host vehicle will be able to react earlier.

After sensor fusion, the targets are evaluated for their criticality. If their position is
estimated as present in the host vehicle’s path, they are identified as critical targets, and
considered in the longitudinal control system. If a target is outside the host vehicle’s pre-
dicted path, the target is discarded. Figure 3.14 includes the path prediction for the host
vehicle.
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Figure 3.15: Sensor fusion of objects received through communication and targets acquired
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3.7 Summary

This chapter has presented an approach to fault-tolerant state estimation of both the host
vehicle state and the inter-vehicle motion. A generalized observer scheme is designed for
the vehicle state sensor FDI system. A separate fault management system handles the fusion
of redundant target information that is obtained from an environment sensor (a lidar) and
received through VVC. This fault-tolerant system for stateestimation will be further used
in the case study of Chapter 7.

Fortunately, faults are rare events, but this also makes it hard to validate the fault man-
agement system, which is a prerequisite for demonstrating the dependability of the ADAS.
Furthermore, it is very time-consuming to identify all potential failure modes and it is dif-
ficult to reproduce the test conditions and failure modes under which the control system
operates. The next chapter will therefore present and extend tools for ADAS control system
validation, which are especially suitable for testing fault management systems in a reliable
way.



Chapter 4

Development of ADASs with
vehicle hardware-in-the-loop
simulations

In order to achieve system dependability, three main concerns are important during the de-
velopment of advanced driver assistance systems (ADASs). The most important starting
point is the definition of objective dependability requirements, as presented in Chapter 2.
Furthermore, integrated design, implementation, and verification of a fault management sys-
tem is a prerequisite for a dependable ADAS. The previous chapter has therefore presented
a design for a fault-tolerant state estimator that will be further demonstrated in Chapter 7,
where it is implemented in a fault-tolerant longitudinal control system. Finally, validation
of such an ADAS is an important issue, in order to gain confidence that the dependability
requirements have been achieved.

The design and validation phases should therefore be supported by appropriate testing
tools and methods, as defined in Objective 3 on page 8. The nextchapter will present a new
methodological framework for ADAS development, whereas this chapter presents a new de-
velopment tool to support this framework. We start in Section 4.1 with a general overview of
the ADAS development process, highlighting the challengesthat are involved. The conven-
tional tools that are used in this process are discussed in Section 4.2, where it will be shown
that these tools have certain practical limitations. Especially the issue of fault management
testing has limitations. Section 4.3 therefore introducesvehicle hardware-in-the-loop(Ve-
HIL) simulations as a new tool that makes the development process of ADAS-equipped
vehicles safer, cheaper, and more manageable. Based on the ‘V’ diagram, the position of
VeHIL in the development process of ADASs is illustrated. The working principle and the
added value of VeHIL are demonstrated in Section 4.4 with test results of a sensor fusion
system, an adaptive cruise control (ACC) system, and a forward collision warning (FCW)
system. Finally Section 4.5 summarizes the chapter, and identifies some remaining prob-
lems that will be addressed in the following chapters.
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Figure 4.1: The ‘V’ diagram represents the sequential design and validation phases in
the development of automotive safety-critical systems. The horizontal arrows indicate the
mapping of design phases onto the corresponding validationphases (or vice versa), using
the appropriate test tools.

4.1 Challenges in the ADAS development process

In the automotive industry the different phases in the development process of safety-critical
mechatronic systems are often connected using the ‘V’ diagram [189]. As depicted in Fig-
ure 4.1, this diagram uses a ‘top-down’ approach fordesignand a ‘bottom-up’ approach for
validation, although in practice the development process does not strictly follow all phases
in this sequence and goes through several iteration loops. For relatively simple mechatronic
systems, the design process is quite surveyable, as formalized in various generic methodolo-
gies for the design of mechatronic systems (e.g., [112]). However, the various development
phases for complex mechatronic systems, such as an ADAS-equipped vehicle, face some
specific challenges that are addressed in this chapter.

4.1.1 Requirements and specification phase

There are guidelines and procedures available for ADAS development, such as the ADAS
Code of Practice [206], ISO standards [106, 107], and the CONVERGE guidelines [120].
Unfortunately, these can only be applied at a high abstraction level in the development pro-
cess, and do not provide objective requirements and evaluation criteria for ADAS validation
and benchmarking, nor do they prescribe the use of specific tools and methods in the vali-
dation process.
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In Chapter 2 we have therefore defined quantitativefunctional requirementsin terms of
the desired performance, driver comfort, and compatibility with the operating conditions. In
addition, ADASs are safety-critical systems that require ahigh level of dependability. The
system designer should therefore perform hazard and risk analyses to identify thedepend-
ability requirementsin terms of the required level of reliability, safety, and fault tolerance.
Important tools in this phase are FMECA and FTA to identify the risk areas that exist and use
fault-tolerant control techniques to address them (see Figure 4.1). Blankeet al. [19] have
used such an analysis of fault propagation in a systematic design strategy for fault-tolerant
control systems.

From the functional and safety requirements asystem specificationis produced to de-
fine the precise operation of the system. However, in practice dependability requirements
are often difficult to define and subject to ambiguity, which may lead to an incomplete or
incorrect specification.

Subsequently, the system specification is used as the basis for the top-level design of the
system architecture, followed by detailed module design (environment sensor, controller,
actuator, human-machine interface). After implementation of the individual hardware and
software modules, system integration takes place by assembling the complete system from
its component modules.

4.1.2 Verification and validation

In every integration phaseverification takes place to determine whether the output of a
phase meets its specification, as illustrated by the horizontal arrows in Figure 4.1. On the
component level this could mean, for example, testing the range, accuracy, and tracking
capabilities of the environment sensor [1, 201]. On a higherlevel, verification must assure
that integration with other subsystems does not have any negative side-effect.

Since verification only confirms compliance with the specification, errors in the speci-
fication may result in a faulty product. Furthermore, faultsmust be identified that have not
yet been found during the design process. It is therefore important to performvalidation
of the integrated system against its requirements, especially for type approval and certifi-
cation purposes. An example in a related domain is the European New Car Assessment
Programme (Euro NCAP) to validate the crash safety against consumer requirements.

Unfortunately, it is difficult to validate fault-tolerant control systems against their de-
pendability requirements. Firstly, the identification ofall potential failure modes and their
interactions is a very time-consuming process. Secondly, it is difficult to reproduce the test
conditions and failure modes under which the control systemoperates. Furthermore, it is
difficult to obtain a reliable estimate of a very small probability. Often only rough estimates
of dependability can therefore be provided in an early stagewithout a fully implemented
design or prototype.

Usually, the development process involves several iterations, where the results of veri-
fication and validation are used to modify the system specification and design, after which
another test cycle takes place. Consequently, manufacturers are facing longer development
times, whereas they have an increasing desire for a shorter time-to-market of their products.
Likewise, the costs for the validation process increases. It is estimated that verification and
validation of an automotive control system may take up to 50 %of the total development
costs [100]. Obviously, there is a need to reduce the number of iterations and speed up
this process. Because of the need for fast, flexible, and repeatable test results, various ‘in-
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the-loop’ simulation tools are increasingly being used fordesign and validation of ADAS
controllers, as indicated in Figure 4.1. After a review of these tools, the position of the new
VeHIL simulation tool in this development process will be clarified in Section 4.3.

4.2 State-of-the-art tool chain

4.2.1 Model-in-the-loop simulation

The initial design and specification of the ADAS controller is supported by off-linemodel-
in-the-loop(MIL) simulations, where the controller logic is simulatedin closed-loop with
models of vehicle dynamics, sensors, actuators, and the traffic environment. The control
system configuration and control law parameters are tuned toachieve the desired stability
and performance requirements. Unfortunately, current simulation tools lack the possibility
for testing a complete ADAS in a reliable way with full integration of operating conditions,
sensor characteristics, vehicle dynamics, and traffic scenarios. The new simulation concept
PreScan (Pre-crash Scenario analyzer) was therefore developed by TNO to allow reliable
MIL simulation of ADASs in a microscopic traffic simulation,using sensor models for
radar, lidar, and camera vision in a virtual environment [250]. The simulation engine of
PreScan connects several modules, as illustrated in Figure4.2:

• A pre-processor in the form of a graphical user interface that is used to define ex-
periments. PreScan experiments typically contain a definition of the world (roads,
buildings, etc.), the actors (vehicles and other road users), and the traffic scenario that
these actors are involved in.

• A sensor world, in which several types of sensor models are available for lidar, radar,
and camera vision, modeled after physical principles.

• A run-time environment that consists of a dedicated MATLAB /SIMULINK session,
in which the vehicle dynamics are simulated. In addition, this module contains the
ADAS control system, which includes sensor processing, decision logic, and vehicle
control algorithms.

• A visualization server with 3D virtual road infrastructure, as illustrated in Figure 4.11
on page 93.

An addition to the pre-processor is the single-lane traffic model that was developed
in Chapter 2. Furthermore, a dedicated MATLAB /SIMULINK toolbox CACClib has been
developed within the framework of Chapter 3 that is available in the run-time environment.
The use of these modules will be illustrated later on in the case studies of Chapters 6, 7, and
8. The compilation and simulation of traffic scenarios in PreScan is based on a multi-agent
approach, as will be explained in Section 4.3.

PreScan is useful in several phases of the design process. Initially, it supports the defini-
tion of the overall system architecture, and the development of requirements and specifica-
tions. Different sensor types and sensor positioning can beassessed to aid the initial system
design. Next, sensor post-processing algorithms, data fusion algorithms, controllers, and
decision algorithms can be designed, evaluated, and fine-tuned, as illustrated by the work of
Van der Mark [160].
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Figure 4.2: Schematic representation of the PreScan modules. This scheme also includes
some plug-ins and additional modules that are developed within the framework of this thesis.

Depending on the objective of the simulation, the timing aspect is an important issue.
The initial design phase requires faster than real-time simulation in order to speed up the
design process,e.g., using Monte Carlo methods. On the other hand, limitations in PC
processing power may require complex sensor fusion algorithms to run slower than real-
time. Finally, for testing the final product, a real-time simulation is always required, since
the simulated components must run synchronized with the hardware or software modules,
as discussed next.

4.2.2 Software-in-the-loop simulation

When MIL simulations have provided sufficient results, software code can be compiled
from the simulation model of the control system using automatic code generation. The real
code can then be verified with software-in-the-loop (SIL) simulations, where the remaining
hardware components, vehicle dynamics, and environment are simulated in real-time. For
more information on SIL simulation within the framework of the ‘V’-diagram, the reader is
referred to [189].

4.2.3 Hardware-in-the-loop simulation

Similar to testing the real software in a SIL simulation, thereal hardware can be tested in a
real-time hardware-in-the-loop (HIL) simulation. HIL simulations consist of a combination
of simulatedand real components, see Figure 4.3. Alternatively, a real component can
be emulated, i.e., replaced by anartificial component that has the same input and output
characteristics. Ideally, every component should be unable to distinguish between real,
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Figure 4.3: Possible configurations for HIL simulations, where parts of the system may be
real, simulated or artificial. Feedback of signals from environment sensors and vehicle state
sensors provides a closed-loop simulation. Additional disturbancesd and faultsf can be
injected by the operator to test the system’s dependability.

simulated or emulated components that it is connected to in the closed-loop configuration.
Therefore, HIL offers the flexibility of a simulation, whilethe use of real hardware offers a
high level of reliability.

The main advantage of a HIL simulation is that it provides a repeatable laboratory en-
vironment for safe, flexible, and reliable controller validation. Controller performance and
stability can be systematically tested without disturbances from other unrelated systems,
and dependability can be tested by controlled injection of disturbances and faults. HIL also
allows validation of the real hardware in an early development phase without the need for a
prototype vehicle, since any missing vehicle components can be simulated.

For these reasons, HIL simulations are more efficient and cheaper than test drives, and
are extensively used for the development of vehicle controlsystems, such as ABS [149],
engine control systems [114], and semi-active suspension systems [111]. ADASs can also
be tested in several HIL configurations, as discussed next.

As indicated in Figure 4.1, in an early stagerapid control prototypingis carried out with
emulated control functions. This involves implementing a model of the desired controller
in a prototype vehicle for the purpose of rapid proof-of-concept, controller testing, and
parameter adjustments. The software of the electronic control unit is then derived from the
prototyped algorithm and tested with SIL simulations, as discussed above.

Next, the hardware controller can be tested in a HIL simulation for its real-time behavior
[12]. This HIL testing can be done without the need for a prototype vehicle in order to assess
the performance of the electronic control unit. This limited HIL setup can gradually be
extended to include other modules, as the integration of thevehicle progresses. For instance,
ADAS controllers can be tested in a HIL simulation with real actuators [12] and real sensors
[273], where all other components are simulated. However, acomplex interface between the
simulatedenvironment and thereal sensor is required to generate a sensor signal. Instead
of a real environment, anartificial environment can therefore be created to emulate the
input to the process. For example, for a semi-active suspension system a hydraulic shaker
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is often used to emulate the interaction with the road. Yet another type of HIL simulation
is a driving simulator, which creates an artificial environment for an ‘in-the-loop’ human
driver [198]. Driving simulators are useful for subjectiveevaluation of the ADAS and for
fine-tuning ADAS controller settings.

Finally, the complete system can be real, including sensor,controller, actuator and vehi-
cle dynamics. This complete vehicle system is in interaction with the road surface (through
its actuators), as well as with the traffic environment that is formed by other objects in
the world (through its sensors). Since environment sensorsshould receive a real input,
anartificial traffic environment must be created to test an ADAS-equippedvehicle in a HIL
simulation. Until recently, no such HIL environment has been available for testing complete
intelligent vehicles.

4.2.4 Full-scale test drives

Test drives with prototype vehicles are always the final linkin the validation chain to eval-
uate the system’s performance in the real-world environment that it will finally be used in.
However, the value of test drives for control system design is limited, because they are hard
to repeat and often inaccurate, due to the lack of ground truth knowledge on the exact state
(e.g., obstacle position) of the vehicles involved in the test. Much time and effort is therefore
required to obtain useful results [201]. In addition, thesetests are often expensive, unsafe,
time consuming, and heavily dependent on weather conditions [12]. In the next section we
therefore propose a solution to combine the advantages of HIL simulations with the rep-
resentativeness of test drives, by extending the HIL environment from vehicle level to the
traffic level, as indicated in Figure 4.3.

4.3 Vehicle hardware-in-the-loop simulations

To address the challenges mentioned in the previous sections, we present a new tool for the
design and validation of intelligent vehicle systems: vehicle hardware-in-the-loop (VeHIL)
simulation. VeHIL provides a solution for testing a full-scale intelligent vehicle in a HIL
environment, where a chassis dynamometer is used to emulatethe road interaction and robot
vehicles are used to represent surrounding traffic. The VeHIL concept has been developed
by TNO in conjunction with the work done in this thesis. It wasfirst described in [253],
patented in [137], and some preliminary test results have been presented in [74, 82, 85, 136,
251]. This section presents the VeHIL working principle in more detail and discusses the
added value and position in the ADAS development process based on new test results.

4.3.1 Working principle of the VeHIL simulation

VeHIL constitutes a multi-agent simulator for intelligentvehicle systems, in which some of
the simulated vehicles are replaced by real vehicles. Thesevehicles operate in an indoor
laboratory that forms an artificial HIL environment for the intelligent vehicle. The environ-
ment sensors that are used in ADASs (radar, lidar, vision), collect relative position data in
the absolute traffic environment. VeHIL therefore makes a transformation from theabsolute
motion of the objects in a traffic scenario torelativemotion between those objects, as illus-
trated in Figures 4.4(a) and (b). Using only the relative motion between a fixed intelligent
vehicle and target vehicles allows to have a controlled and space-efficient environment.
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Figure 4.4: Transformation of coordinate frames: (a) absolute motion in the real world; (b)
relative motion in VeHIL; and (c) absolute motion with two moving bases in VeHIL.

The software architecture of VeHIL is based on the multi-agent real-time simulator de-
veloped by Pappet al. [179], as illustrated in the lower-right part of Figure 4.5.This
multi-agent framework consists of a collection of autonomous entitiesE (vehicles, other
road users, or any other dynamical component), each controlled by its own internal dynam-
ics (e.g., a vehicle model, as discussed in Section 3.3.2). An entity has an absolute statex
in the global coordinate frame{G}, denoted asGx =

[

sT
Φ

T vT
Φ̇

T
aT

Φ̈
T]T,where

Gs=
[

x y z
]T

represents the position andG
Φ =

[

ϕ θ ψ
]T

the orientation in Euler angles
(roll, pitch, and yaw) of the entity. The corresponding velocity and acceleration components
are represented byGv =

[

ẋ ẏ ż
]T

, G
Φ̇ =

[

ϕ̇ θ̇ ψ̇
]T

, Ga =
[

ẍ ÿ z̈
]T

, andG̈
Φ =

[

ϕ̈ θ̈ ψ̈
]T

.
Furthermore, avirtual world is defined that serves as a formal representation of the

environment relevant to these entities. Entities are typically represented in the virtual world
by objectsO that interact with other objects (vehicles, bicyclists, pedestrians, infrastructure,
traffic lights). Objects arenot simulation models, but are merely the virtual representation
of the simulation entitiesE. A visual representation of this virtual world with objectsis
shown in Figure 4.11, and is provided by the same visualization module of PreScan. After
every integration time step of this multi-agent simulation, the internal dynamics of an entity
(e.g., E2, representing vehicle 2) result in a statex2 in the global coordinate frame{G},
notated asGx2. Through the link between the simulation entityE and its virtual objectO, the
entity updates the representationGx2 of the associated objectO2 in the virtual world. This
link between entity and object is indicated by the dashed lines in Figure 4.5.

An important feature of the modeling concept of the multi-agent real-time simulator is
that an entity (e.g., a vehicle model) uses abstract sensorsSand actuatorsA to interface with
other objects in the virtual world. Through its abstract sensor S2 the entityE2 can collect
information about the stateGx1 of another objectO1 (i.e., vehicle 1, associated withE1) in
the virtual world. Vice versa, the entityE2 has an abstract actuatorA2 to act on the state
Gx1 of O1. Note that these sensors and actuators are handled in anabstractway: they have
no dynamics and data processing features. Instead they can be interpreted as queries and



4.3 Vehicle hardware-in-the-loop (VeHIL) simulations 83

Chassis
dyno

Road load
simulation

Vehicle 2: Vehicle under test

(host equipped with ADAS)

internal dynamics

virtual world

Multi-agent real-time simulator

Vehicle 1: Moving base

(representing target vehicle)

Environment sensor

Support rig

Software - hardware
interface node

(detects target vehicles)

A1A2

A3A4

S1S2

S3S4

E1E2

E3E4

O1O2

O3O4

L2x1

L2x1

Gx1
Gx2

F̂tire,x,i j

ωdrum,i j

Tdrum,i j Tdrum, ref,i j

Gx2,VUT

Figure 4.5: Schematic representation of the VeHIL closed-loop working principle. Every
integration time step the simulation loop runs counterclockwise via the vehicle under test,
the chassis dyno, the multi-agent real-time simulator, andthe moving base, whose motion is
detected by the sensor of the vehicle under test.

actions on the virtual world.Realsensors and actuators are modeled as part of the entity’s
internal dynamics [180].

Using this simulation principle, the relative motion between vehicles 1 and 2 (entitiesE1

andE2) from the viewpoint of vehicle 2 is obtained by a coordinate transformation, where
the stateGx1 of vehicle 1 is represented in thelocal coordinate frame{L2} of vehicle 2,i.e.,
L2x1. For the transformation to relative position and orientation, we then get

L2s1 = L2
G R(Gs1 − Gs2), (4.1)

L2t1 = L2
G tGt1, (4.2)

whereL2
G R is the rotation matrix from frame{G} to {L2} andt represents the orientation in

Euler parameters (also known as quaternions) [37]. If we neglect vertical vehicle dynamics
(z, ϕ, θ) and only consider relative motion in the horizontal plane (x, y, ψ), the coordinate
transformation in (4.1) and (4.2) simplifies to

[

L2x1
L2y1

]

=

[

cosGψ2 sinGψ2

−sinGψ2 cosGψ2

]([

Gx1
Gy1

]

−
[

Gx2
Gy2

])

, (4.3)

L2ψ1 = Gψ1 − Gψ2. (4.4)

Please refer to Figure 4.4 for a visual representation of this transformation. In a similar way,
the transformations to relative velocity (L2v1, L2ψ̇1) and relative acceleration (L2a1, L2̈ψ1) are
derived [37]. For brevity, these derivations are omitted here.

The simulation is run by execution of entities on computing nodes, which are connected
via a local area network. Each node has its own runtime environment, which also con-
tains a representation of the virtual world. Entities communicate with this virtual world
via their abstract sensors and actuators. The ‘engine’ of the entity simulation is an integra-
tor (numerical solver), which invokes the entity’s code (i.e., the vehicle model) in timely
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manner (synchronized with other entities in real-time). The implementation of the system
architecture is Java-based with time-critical parts in C/C++. An interface is established to
MATLAB /SIMULINK : C code compiled from SIMULINK models can be embedded into the
runtime environment as entities. More details on this modeling concept and the runtime
environment are described in [179].

The multi-agent simulator provides the framework, in whichanytype of vehicle model
can be simulated. The model complexity depends on the type ofADAS and the objective of
the simulation. Based on the scenario definition of Chapter 2, a scenario library is available
that contains traffic scenarios, such as car-following, tailgating, cut-ins, and lane-changes.
In addition, collisions, and near-miss scenarios are created from an in-depth accident anal-
ysis, see Chapter 8. The PreScan simulation tool, describedin Section 4.2.1, is used for
scenario definition and simulation before the actual VeHIL test takes place, based on the
same multi-agent approach. Alternatively, predefined trajectories (e.g., for benchmark and
certification tests) or recorded test drives can be accurately reproduced in VeHIL.

4.3.2 Substitution of a vehicle dynamics model by a vehicle under test

With the ADAS-equipped vehicle and other road users modeled, the real-time simulation
could run as a MIL simulation only,i.e., a PreScan simulation without hardware. However,
even a two-track model (3.27)-(3.47) is usually not sufficient to accurately model the ADAS-
equipped vehicle. In order to test areal intelligent vehicle in a HIL configuration, the
vehicle model of entityE2 is substituted by the real vehicle under test (VUT), hence the
term ‘vehiclehardware in-the-loop’. The ADAS-equipped VUT is thereforeplaced on a
chassis dynamometer that provides a realistic load for the vehicle’s actuators (engine, brake
system) and sensors (e.g., wheel speed sensors).

The dynamic response of the chassis dyno, depicted in Figure4.6, to driving actions of
the VUT must be representative of real road conditions, especially in terms of delay time and
phase lag. The operating frequency of the multi-agent real-time simulator is 100 Hz, which
means that the delay time is at the most an acceptable 10 ms. The yaw response to steering
input ψ̇/δ and velocity response to throttle/brake inputẋ/(Tth + Tbr) of a passenger vehicle
typically show a bandwidth in the 1 Hz frequency range. This implies that the chassis dyno
must at least have a bandwidth of about 5 Hz in order to minimize positioning phase lag.
Furthermore, an emergency stop of a passenger vehicle can cause a maximum deceleration
of around 10 m/s2. Consequently, the chassis dyno must be able to achieve thisas well.

Table 4.1: Specifications of the chassis dyno.
Wheelbase 1.8 m to 4.0 m
Track width 1.2 m to 2.4 m
Drum configuration 4-wheel independent drive
Drum diameter 1592 mm
Total peak power 832 kW
Traction force 24 kN
Response time < 10 ms
Maximum velocity 250 km/h
Dynamic range passenger cars (500 to 3500 kg) full dynamics,−10 m/s2 to +10 m/s2

Dynamic range commercial vehicles (≤12 000 kg) reduced dynamics
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Figure 4.6: Vehicle under test with radar sensor at the frontbumper, driving on the chassis
dyno in VeHIL and supported by a rig at the front and back bumper.

These real-time requirements are met by a setup with four individual electric motor
driven drums. The chassis dyno can fully simulate a vehicle mass between 500 and 3500 kg
up to a maximum velocity of 250 km/h. The adjustable wheelbase accommodates a wide
range of vehicle types: apart from passenger vehicles, alsotrucks, busses, and other auto-
mated guided vehicles can be tested. Table 4.1 summarizes the main specifications.

Note that the VUT itself replaces the vehicle model of (3.27)-(3.47). The chassis dyno
only needs to emulate the tire forcesFtire,x,i j that the VUT would encounter on the road.
Each forceFtire,x,i j is emulated by the drum moment of inertiaIdrum and the electric motor
torqueTdrum,i j as

Ftire,x,i j =
C0 +C1ωdrum,i j +C2ω

2
drum,i j + Idrumω̇drum,i j − Tdrum,i j

Rdrum
, (4.5)

(a) (b)

Figure 4.7: Moving base: (a) without body and (b) with body.
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where the first three terms in the numerator represent friction losses in the chassis dyno,
ωdrum,i j is the measured drum speed, andRdrum the drum radius. From (4.5) the reference
signals for the required motor torque are then calculated as

Tdrum, ref,i j = Idrumω̇drum,i j +C0 +C1ωdrum,i j +C2ω
2
drum,i j − F̂tire,x,i j Rdrum, (4.6)

whereF̂tire,x,i j are observer estimated tire forces.
This setup also emulates the correct correlation between the individual drum speeds:

ωdrum,i j =
vwheel,x,i j

Rdrum
, (4.7)

to enable simulation of different wheel speeds when drivingthrough curves, wherevwheel,x,i j

are calculated from (3.32)-(3.34). In addition, a special restraint system that keeps the
vehicle on top of the drums allows realistic heave and pitch motions of the vehicle body, as
depicted in Figures 4.6 and 4.12. This rig produces a realistic dynamic vertical load transfer
between rear and front axle during acceleration and deceleration in accordance with (3.44)-
(3.47).

Finally, a road load simulation model estimates the VUT state vectorGx2,VUT using the
chassis dyno measurements and updates the stateGx2 of the associated object in the virtual
world. No further interfacing between the real VUT and the simulation environment is
necessary, such that the VUT can be tested as a black box system in a genuine HIL setup.

4.3.3 Substitution of a simulated target by a moving base

Similar to incorporation of the real VUT in a HIL simulation,surrounding road users can be
represented by a so-called moving base, depicted in Figure 4.7(a) on the previous page. The
moving base is a 4-wheel driven, 4-wheel steered robot vehicle that responds to position
commands of the multi-agent real-time simulator and emulates the motionL2x1 of other
road usersrelative to the VUT, such that this motion is detected by the VUT’s environment
sensor. For this purpose, the soft real-time simulator (Ethernet network) and the hard real-
time chassis dyno and moving bases (CAN bus) are linked through dedicated interfaces,
indicated in Figure 4.5. In order to carry out the desired relative maneuvers, the moving base
must be able to perform motions that are not possible with a standard car (e.g., sideways),
as illustrated by the resulting velocity vectorL2v1 in Figure 4.4(b). For this reason the
individual wheels can be steered in a range of−350◦ to +350◦.

Like the chassis dyno, the moving base should also have a control bandwidth of about
5 Hz in order to minimize positioning phase lag. In addition,the moving base should be
capable of accelerating with 10 m/s2 in order to emulate the relative motion resulting from
an emergency stop of the VUT. Finally, the top speed, which inview of the relative VeHIL
world corresponds to the maximum relative velocity, shouldat least be equal to 50 km/h.
This covers almost all highway scenarios, as was shown in Chapter 2.

These requirements are met by a vehicle platform equipped with independent all-wheel
steering and all-wheel drive, using battery-powered DC servomotors. The trajectory con-
troller of the moving base realizes the desired trajectoryxMB,ref(t), defined by the relative
motionL2x1(t) of the target vehicle in the horizontal plane. The only conditions are that the
trajectoryL2x1(t) fits within the dimensions of the VeHIL laboratory (200 m by 40 m, see Fig-
ure 4.14) and meets the specifications of Table 4.2. The moving base controller determines
the drive torques and steering torques so as to minimize the difference between the actual
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Table 4.2: Specifications of a moving base.
Vehicle mass (including body) 650 kg
Wheelbase 1.4 m
Track width 1.4 m
Chassis configuration 4-wheel independent drive/steer from −350◦ to +350◦

Installed power 52 kW
Battery pack 288 NiMH D-cells, 375 V, 100 kg
Maximum velocity 50 km/h
Maximum longitudinal acceleration 10 m/s2

Maximum longitudinal deceleration −10 m/s2

Acceleration from 0 to 50 km/h 2.1 s
Maximum centripetal acceleration 12 m/s2

and desired moving base position, such that a repeatable trajectory is achieved within a po-
sition errorε of at the most 0.10 m, depending on the dynamics of the scenario. The moving
base navigation system uses a combination of a magnet grid and odometry with a measure-
ment accuracy of 0.04 m, resulting in a total positioning accuracy of (0.10±0.04)m. For
more information on the design and control of the moving base, the reader is referred to the
work by Ploeget al. [192, 193].

In order for the VUT to obtain realistic sensor data, the moving base is equipped with
a vehicle body that represents similar target characteristics as a real vehicle, see Figure
4.7(b). Its radar cross section is similar to that of a standard passenger car, and the body has
a similar shape and reflection properties for testing visionand lidar systems. A comparison
of sensor systems using sensor calibration techniques willbe demonstrated in Section 4.4.

Subsequently, the ADAS controller receives realistic input signals through its vehicle
state sensors and environment sensors, and outputs commandsignals to the vehicle actu-
ators (engine, brake) with a realistic actuator load, just as if the VUT was driving on the
road. It must be emphasized that the actual moving base motion in VeHIL is not known
a priori, but is the real-time equivalent of the resulting relative motion between an au-
tonomously simulated target vehicle and an ADAS-controlled VUT. For example, when the
VUT makes an emergency stop with decelerationa2,VUT, the moving base accelerates for-
ward witha1,MB = −a2,VUT. In this way aclosed-loopHIL simulation is obtained, such that
the ADAS is validated in an artificial traffic environment, including real vehicle dynamics
and real sensor input.

4.3.4 Fault injection for validation of fault management systems

Apart from testing the nominal system behavior of an ADAS, itis important to validate
its fault tolerance, which requires the use offault injection techniques. Fault injection is
the deliberate introduction of faults into a system, and thesubsequent examination of the
system for the errors and failures that result [10]. In the design phase fault injection can be
applied for understanding the effects of faults, and feeding back test results to improve the
controller and test procedures. In the validation process,the objective is to validate the fault
management system and to forecast the faulty behavior of thetarget system.

Because of their flexibility in simulating operating conditions and manipulating con-
troller inputs, HIL simulators are very suitable for fault injection. Fault injection for ADAS
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validation has usually been applied on the level of the embedded controller [21, 103]. New
fault injection techniques are therefore required for faults that enter the target system at
system level, such as sensor faults, actuator faults, and perturbations from the environment.

Fault injection in VeHIL can contribute to the dependability assessment of an ADAS
in a number of ways. It can be used to assess the effectivenessof fault tolerance mecha-
nisms built in the ADAS control system. Furthermore, fault injection may reveal potential
failure modes that were not previously discovered. In VeHILfaults can be introduced in a
controlled and repeatable way, which allows to determine the effect of a single fault or a
combination of faults under specific conditions. Within thesame test faults can be injected
from the simulation environment and by physical injection,as illustrated by Figure 4.8. In
this respect several performance indicators of fault injection have to be considered:

• Controllability of the experiment, which relates to the capability of the fault injection
to control the appearance of errors in the system as they are produced by faults.

• Observabilityof the response of the fault-tolerant system in the presenceof faults.

• Fault representativenessreflects to what extent the induced errors are similar to those
provoked by real faults.

• Fault equivalencereflects to what extent distinct fault injection techniqueslead to
similar consequences (errors and failures).

4.3.5 Representativeness of VeHIL

A fundamental aspect of a HIL test environment is that it provides arepeatable1 andrepre-
sentativetesting environment. As we have demonstrated, the error variance and bandwidth

1Note that the concept ofrepeatability— the variation arising when all efforts are made to keep conditions con-
stant by using the same instrument and operator, and repeating during a short time period — should not be confused
with reproducibility— the variation arising using the same measurement process among different instruments and
operators, and over longer time periods.
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of the moving base and chassis dyno are within the noise levels of environment sensor sys-
tems, such that VeHIL can be regarded as a repeatable testingenvironment.

Furthermore, the input from the artificial VeHIL environment into the VUT must be
representative for the actual driving conditions on the road. A restriction of the VeHIL
simulation in this respect is that vehicle-based inertial sensors (accelerometers and yaw rate
sensors) do not give a representative signal, since the VUT is held at a stationary position.
Another restriction is that the chassis dyno does not produce lateral tire forcesFtire,y,i j in
accordance with (3.36)-(3.37) during steering actions of the VUT, since the slip angles of the
front wheelsα1 j equal the wheel anglesδ1 j . However, the resulting relative lateral and yaw
motion can still be correctly emulated, as shown in Figure 4.4(b). On the road, environment
sensors can be perturbed by obstacles outside the relevant area (e.g., infrastructure elements
outside the path of motion). Much of the effort in sensor post-processing is associated with
filtering out these disturbances. In VeHIL these disturbances can be different from the real
world or even absent, although the absence of these disturbances does not affect the basic
operation of the ADAS. A comparison between a test track scenario and a replay in VeHIL
will be shown in Chapter 7 to confirm this.

To solve these issues, the HIL concept allows to feed the ADASin real-time with a ‘mix-
ture’ of real and virtual sensor signals. Any missing sensorsignal can be generated from the
real-time simulation of the vehicle model (3.27)-(3.47) inthe multi-agent real-time simula-
tor (the internal dynamics of entityE2). This signal then replaces the real sensor signal and
is subsequently fed into the ADAS controller, as schematically presented in Figure 4.8.

Alternatively, inertial and environment sensors can be installed on a moving base that
executes a traffic scenario as if it were a standard road vehicle, while another moving base
represents a target vehicle, as shown in Figure 4.4(c). Thissetup also allows to obtain a
relative velocity of up to 100 km/h, when two moving bases drive towards each other.

Due to the absence of a realistic driving environment, VeHILis not intended to serve as
a driving simulator, although it has potential to include driver interaction, as will be illus-
trated in Section 4.4.3. VeHIL is therefore not meant to replace test drives, but focusses on
repeatable and accurate testing of the ADAS performance anddependability before ‘human-
in-the-loop’ test drives take place. In addition, VeHIL tests are used for those scenarios that
are too difficult or dangerous to perform on the road.

4.3.6 Added value of VeHIL in the development process of ADASs

By providing a world-wide unique HIL environment for intelligent vehicle systems, the
VeHIL laboratory offers a number of distinct advantages:

• Tests are performed in a repeatable and flexible way with highaccuracy, since the
moving bases are operated from a computer-controlled environment. This allows
precise variation of test parameters to assess the influenceof specific parameters and
failure modes on the ADAS performance.

• Tests are safer, due to the absence of high absolute velocities. Furthermore, traf-
fic scenarios are monitored by a supervisory safety system, which prevents any real
collisions. This allows to test ADASs in safety-critical scenarios.

• The costs of the validation process are reduced, because many tests are performed in
a short time frame. The VUT can drive for hours and be continuously tested, which
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is not possible during test drives. Depending on the complexity of the scenarios, up
to 20 tests per hour can be performed, including scenario compilation, trial runs, test
execution, and data acquisition. A test cycle is therefore significantly faster than is
possible with test drives [133]. This will also be demonstrated in the case studies.

• Due to the high accuracy of tests, a high success rate for testing is obtained.

Because of these advantages, VeHIL complements the existing development process of
ADASs in many phases and on many of the levels of the ‘V’-diagram of Figure 4.1:

• Rapid control prototyping in VeHIL can help to define the system specifications in
an early development stage. In addition, based on safety-critical maneuvers and fault
injection, potential hazards can be analyzed.

• The flexible transition from MIL simulation in PreScan to HILsimulation in VeHIL
allows a model-based development of the controller. Critical scenarios that are identi-
fied with MIL simulations can be quickly uploaded in VeHIL forexperimental testing.
Test results can then be compared with the simulation results for validation of sensor
and vehicle models.

• On the module level the ability to combine high position accuracy with high and ac-
curate relative speeds makes VeHIL an efficient tool in verification and benchmarking
of the exact performance of environment sensors (e.g., sensor calibration).

• On the system level VeHIL especially facilitates thefunctionalvalidation of the per-
formance and dependability of complex black-box controllers against objective mea-
sures. Algorithm evaluation, fine-tuning, and benchmarking can be done efficiently.

• For production sign-off and certification purposes the highrepeatability and ability to
deal with safety-critical applications make VeHIL a strongtool.

• Finally, VeHIL facilitates the transition from simulations to outdoor test drives that
are used to evaluate the real performance and dependabilityon the road. These test
drives can be performed with a much higher confidence and lessrisk, when the ADAS
has already been thoroughly tested in VeHIL.

We will demonstrate the suitability and added value of VeHILin the next section with
several examples.

4.4 VeHIL test results for ADAS applications

In cooperation with industrial parties, tests have been conducted for several vehicle types
(trucks, cars), ADAS applications (ACC, stop-and-go, FCW,pre-crash systems, blind spot
systems), and sensors (radar (pulse-Doppler, FSK, FMCW), vision (both mono and stereo),
and lidar). Here we will discuss the test results for sensor calibration, ACC, and FCW. For
clarity, the presented controllers are simpler than the actual implementation, since the focus
is not on their actual performance, but on the way they are tested.
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4.4.1 Sensor calibration

Calibration of environment sensors is necessary for verification of the sensor specifications,
and for modeling and benchmarking purposes. VeHIL providesan accurate ground truth on
the obstacle position, since the moving base state vectorxMB(t) is accurately known in real-
time. The ability to combine high position accuracy with high and accurate relative speeds is
an efficient tool in identifying and benchmarking the exact performance of a sensor over its
entire operating range. Since sensor experiments are open-loop (there is no vehicle system
active), a high number of tests can be performed.

To illustrate the added value, sensor calibration tests were done on the TNO RoboJeep,
depicted in Figure 4.9. The RoboJeep is an autonomous vehicle, equipped with a 2.4 GHz
FMCW (single beam) radar and a stereovision system, consisting of two CMOS-cameras,
with 1024×1024 pixels and a field-of-view of 50◦. A dense disparity algorithm was used
to detect obstacles and compute the distance to the RoboJeep[160].

Figure 4.10 shows the test result of an moving base moving in longitudinal direction in
front of a radar and vision sensor. In-depth analysis of the corresponding data shows that in
low-speed maneuvers the moving base has a real-time position accuracy of (0.03±0.04)m,
which is within the resolution of state-of-the-art environment sensors. Typical sensor char-
acteristics, such as the detection range, field of view, accuracy, and resolution can therefore
be accurately verified. In addition, information on the detection delays can be retrieved.
Furthermore, the performance of the sensor fusion system, which tries to correct distur-
bances and faults by fusing the data with input from other sensors, can be validated for the
detection rate and classification rate.

4.4.2 Adaptive cruise control system

An ACC controller must be tested in a closed-loop experiment, since the ACC control ac-
tions affect the relative motion, which in turn is detected by the environment sensor. Apart
from the vehicle itself, optionally a human driver can be included ‘in-the-loop’ to operate
the ACC control lever and to introduce disturbances. The prototype vehicle, depicted in
Figure 4.6 has been implemented with the ACC control law (2.12).

This control law is tested for the traffic scenario of Figure 4.11, which is transferred to
VeHIL, as shown in Figure 4.12: the ACC-equipped vehicle 2 drives on the middle lane
when suddenly target vehicle 1 cuts in from the right lane at close distance (ex > 0) and
driving at a lower speed (vr<0). This happens att =22.9 s, which can be seen from the range
xr and angleφ to the target in Figure 4.13. Att =25.3 s the radar sensor on vehicle 2 detects
the target in the host vehicle’s lane,i.e., the angleφ to the target is approximately 0. Control
law (2.12) then results in a reference accelerationaref < 0 and the ACC activates the brake
system. Vehicle 3 stays on the right lane and is used to test the ability of the ACC system to
distinguish between important and irrelevant targets in the traffic environment (i.e., vehicle 3
should not be considered a target). On a test track it would bevery difficult to carry out such
a test with human drivers in a safe and repeatable manner, butin VeHIL the scenario can be
accurately reproduced. Especially note the transformation from absolute to relative motion,
i.e., vMB = v1 − v2. The results also show that the moving base has a maximum position
errorε of 0.10 m between desired and measured position, and a repeatability within 0.01 m
between consecutive test runs. The velocity error is usually smaller than 0.1 m/s.

For this type of tests VeHIL has an added value in identifyingthe requirements and
capabilities of an ACC system for safety-critical traffic scenarios in an early development
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Figure 4.9: Experimental setup in VeHIL for sensor calibration with the moving base on the
left, and the RoboJeep, equipped with lidar, radar and stereovision, on the right.
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Figure 4.10: Comparison of the stereovision and radar sensor data with the ground truth
from the moving base.

stage. Using rapid control prototyping techniques, various control settings are efficiently
tested for a variety of scenarios. When the effect of varioustraffic disturbances on control
performance is known, controller parameters can be optimally tuned. In a later stage func-
tional validation of the completed system to these requirements can be done unambiguously
and efficiently.

4.4.3 Forward collision warning system

Testing an FCW system is more safety-critical than ACC, since a collision warning system
is activated shortly before a collision is expected. A warning is issued when a threshold of
maximum braking capabilityamin is crossed by the decelerationaref required to prevent a
collision.

The truck, shown in Figure 4.16 on page 96, is equipped with a control law similar to
(2.4). In the simulated scenario, an inattentive truck driver, driving at 25 m/s, slowly ap-
proaches another vehicle, driving at 23 m/s (represented bythe moving base). After the
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Figure 4.11: Visual representation of a cut-in scenario in the virtual world: an ACC-
equipped vehicle drives on the middle lane, when suddenly one of the two preceding vehicles
cuts in from the adjacent lane with a lower velocity.

1

2
3

Figure 4.12: The cut-in scenario of Figure 4.11 is reproduced in VeHIL to test an ACC
system: (1) moving base no. 1 (MB1), performing the cut-in maneuver of vehicle 1 from the
viewpoint of vehicle 2; (2) vehicle under test; (3) MB2, representing the relative motion of
the other target vehicle 3.

preceding vehicle suddenly brakes att = 46.7 s,aref in (2.4) drops belowa2,min at t = 49.2 s,
and subsequently the FCW system sends a collision warning tothe driver. The correspond-
ing test results in Figure 4.15 show that, after a slight delay due to driver reaction time, the
driver brakes att = 49.9 s and avoids the collision.

In this way, optimum warning thresholds are defined by executing repeatable and safe
experiments. Apart from objective parameter tuning, VeHILalso has potential for subjec-
tive evaluation in addition to on-road tests. It can be verified whether the warnings, when
given in defined critical situations, are timely and appropriate. Although the final subjective
evaluation should be done on the road, VeHIL can be used for aninitial evaluation using
the measures of Section 2.3.4. Ongoing research focusses onlinking VeHIL to a driving
simulator [13], which would enable to run high-fidelity dynamical behavioral studies.



94 4 Development of ADASs with vehicle hardware-in-the-loop simulations
ε

x,
ε

y
[m

]
φ

[r
ad

]
v

[m
/s

]
v r

[m
/s

]

Time [s]

x r
[m

]

εMB1,y, run 1
εMB1,y, run 2
εMB1,x, run 1
εMB1,x, run 2

xMB1 = x1 − x2

rradarMB1
xMB2 = x3 − x2

rradarMB2

φMB1

φradarMB1
φMB2

φradarMB2

v1 (target)
v2 (VUT)

vMB1 = v1 − v2
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Figure 4.13: VeHIL test results for the cut-in scenario withthe ACC system.
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Figure 4.14: Trajectories of the moving bases in the VeHIL laboratory during the ACC test.
Moving base 1 starts at(x,y) = (100,−4) and ends at(x,y) = (42,0), whereas moving base 2
starts at(x,y) = (85,−4) and ends at(x,y) = (−20,−4).
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Figure 4.15: VeHIL test results for the FCW system in an approach scenario with emergency
brake maneuver.

4.5 Summary

This chapter has introduced the concept of HIL simulation ofhardware components, which
allows quick and accurate evaluation of the system before test drives take place. In that way,
HIL can resolve most of the difficulties associated with full-scale prototype tests, while still
having a relatively high level of reliability due to the connection with real hardware. We
have then presented the new VeHIL concept for testing ADASs,where a real intelligent
vehicle is operated in a HIL environment. VeHIL is suitable for various types of ADASs:
ACC, stop-and-go, FCW, pre-crash systems, blind spot systems, and fully autonomous vehi-
cles. VeHIL experiments can be performed in an accurate, repeatable, and controllable way
to create a representative test environment. With test results it has been demonstrated that
VeHIL has an added value in several phases of the developmentprocess of an ADAS: sen-
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Figure 4.16: Experimental setup of a VeHIL test with a truck,equipped with an FCW system.

sor verification, rapid control prototyping, functional performance validation, fine-tuning of
control algorithms, and production sign-off tests, as willbe further demonstrated in the case
studies of Chapters 6, 7, and 8.

Furthermore, tests can be performed more efficiently than with outdoor test drives, and
test scenarios can be varied very easily, due to the connection to the underlying simulation
environment PreScan. Subsequent test drives can then be performed with a much higher
confidence in the system, since the ADAS has already been thoroughly tested in VeHIL.
VeHIL is thereforenot meant to replace MIL simulations and test drives, but to forman
efficient link between them. Consequently, the number of iteration loops in the development
process can be reduced, saving time and costs. Unfortunately, in practice there is a huge
number of combinations of scenario parameters possible, sothe ADAS cannot be tested
exhaustively. Generation of a representative set of test vectors is crucial to an efficient and
effective validation program using PreScan and VeHIL. In the next chapter we will therefore
present a probabilistic approach for testing the ADAS for a representative set of scenarios,
by identifying the number and type of tests to perform.



Chapter 5

A methodological framework for
probabilistic validation of ADASs

The previous chapter has presented the challenges regarding development of control sys-
tems for advanced driver assistance systems (ADASs), and introduced tools to speed up
the validation process. The challenges involved in validation, as stated in Objective 4 on
page 9, will be further illustrated in Section 5.1, where several state-of-the-art methods for
control system validation are discussed. To address these challenges, Section 5.2 introduces
the concept of randomized algorithms for probabilistic controller validation. The theory
is illustrated with a simple case study that highlights the large number of samples that are
required for validation. Section 5.3 then discusses various possibilities for improving the
efficiency of randomized algorithms, one of which is the use of importance sampling. This
method is further extended to a new algorithm for adaptive importance sampling in Section
5.4, and the case study is extended for the multi-dimensional case. Section 5.5 presents a
methodological framework to integrate this randomized algorithm with the use of the simu-
lation tool PreScan, the VeHIL laboratory, and test drives.Finally, Section 5.6 summarizes
the results of this chapter.

5.1 Objectives and methods for control system validation

As was discussed in the previous chapter, the automotive industry currently lacks a stan-
dardized industry-wide validation method for ADAS controlsystems. Compared to the
aerospace industry, whereclearanceof flight control laws has been subject to standardized
methods for decades [123], the automotive industry has still to attain the same level of val-
idation. Long before an aircraft can be tested in flight, the dependability and performance
of a flight control system must be proven to the authorities under all possible combina-
tions of operating conditions, parameter variations, and failure modes. Although stability
and handling requirements are even more stringent for an aircraft than for an automobile,
the aircraft’s environment is quite predictable. Furthermore, the trained pilot and the flight
control system usually have sufficient time available to recover from a malfunction or to
anticipate on disturbances. However, the type and size of uncertainty for an automobile
in a complex traffic environment is considerably larger. Thehuge amount of validation

97
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work therefore requires fast, efficient, and numerically reliable methods. New techniques
are therefore needed for the faster detection of combinations of parameter values and traf-
fic maneuvers, for which the requirements are not met. Such worst cases may be caused
by rare combinations of events, which makes it particularlydifficult to detect them. In the
aerospace industry several methods have therefore been developed for the analysis of com-
plex uncertain systems, as described by Fieldinget al. [61]. As we will see in this chapter,
each of these techniques has its known strengths and weaknesses. To illustrate this, we will
first describe a simple linear control problem for adaptive cruise control (ACC).

5.1.1 A case study: The ACC control problem

The ACC longitudinal control problem consists of two vehicles, as was illustrated in Figure
2.3. Since the objective is to control the motion of the host vehicle 2relativeto the preceding
target vehicle 1, the vehicle state is chosen asx2 =

[

xr,2 vr,2 v2
]T

. Every time that the
sensor detects a new target vehicle that the ACC system should follow, the time countert is
reset to zero, and the initial condition ofx2 is defined asx2(0) =

[

xr,2(0) vr,2(0) v2(0)
]T

.
The state space representation (2.15) can then be written as

ẋ2 =





0 1 0
0 0 0
0 0 0



x2 +





0
−1
1



a2 +





0
1
0



a1, (5.1)

where the acceleration of the host vehiclea2 is the control input, and the acceleration of
the target vehiclea1 forms the disturbance to the system. Since this is a linear feedback
control system, perturbed by bounded disturbances and uncertain parameters, the system
can be rearranged into the general control configuration, known as theM ∆-structure. In this
configurationM represents the known part of the system and∆ represents the uncertainty
present in the system. The system can then be investigated for robust stability and robust
performance using standardµ-analysis techniques, as discussed in several textbooks [220].

5.1.2 Characterization of performance measures by cost functions

Before any validation can take place, we should define stability and performance more
clearly. As discussed in Chapter 2, ACC performance can be quantified using several mea-
suresρk. These can be Boolean, such as the safety measureρcoll ∈ {0,1}, whereρcoll = 0
means that the ACC manages to safely follow the target vehicle, andρcoll = 1 means that
the scenario would require a brake intervention by the driver to prevent a collision. How-
ever, such a Boolean measure cannot distinguish in severitybetween different situations
for which ρcoll = 1. Therefore, a continuous safety measure can also be used,such as the
time-to-collision (TTC), tracking error, control effort,ride comfort, and string stability.

The value of these performance measures for a particular scenario depends on the per-
turbations imposed by that scenario. As we have seen in Chapter 2, this relates to the motion
of other vehicles, as well as the initial conditions. As indicated in Figure 2.5, these scenario
parameters, together with driver input, disturbances, andfailure modes form theparame-
ter setQ: an n-dimensional set of all possible parameter combinations. Control system
validation then requires to evaluate the functionρk :Q→ R : q 7→ ρk(q), whereq is ann-
dimensional vector, withqi the i-th element ofq. Some of these individual cost functions
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Figure 5.1: Examples of cost functions: non-decreasing, convex, non-convex, and Boolean.
A verification test atq j = q̃ may give estimates for the cleared parameter setQ̂•, as well as
the non-cleared set̂Q•. Note that the actual boundary betweenQ• andQ•, which lies at
qγ , is usually difficult to estimate.

can be unimodal,i.e., monotonously increasing or decreasing, but others will have more
than one local minimum, as illustrated in Figure 5.1 for the one-dimensional case.

5.1.3 Verification of the system specifications

Experiments,i.e., individual simulation runs of a traffic scenario with a particular realiza-
tion of q j ∈ Q, can be performed to evaluateρk(q j ) for different objectives. One of these
objectives is to verify that the system specifications are met, such as a sign-off test before
the start of production. The (sub)system is then required topass a pre-defined test that is
expected to represent the most stringent condition the system will encounter in practice.
This can be formalized in the following problem statement.

Problem 5.1 Verification of system specifications
Given a specific conditionq j ∈ Q, verify whether the performance measureρk meets the
specificationγk. �

This problem can be easily solved for a particularρk under the influence of a particularq j ,
by just checking the parameter combination of interestq̃ j and evaluate whetherρk(q̃ j )< γk.
In case the cost functionρk is non-decreasing, as illustrated in Figure 5.1, everyq j within the
set{q ∈ Q|qi ≤ q̃i} is then also cleared. In case the verification problem involves checking
ρk(q̃ j )>γk, this statement can be easily reversed to apply to the cleared set{q∈Q|qi ≥ q̃i}.

Example 5.1 Verification of the system specifications.Consider a car-following
scenario for the system (5.1), where both the host and targetvehicle are initially driving
with constant and equal velocity, and the target vehicle suddenly brakes. It is obvious
that the likelihood of a collision event, denoted withρcoll, increases with a stronger de-
celeration of the target vehicle. In this way the cost functionρcoll(a1) is non-increasing.
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If we verify that for a particular value of the target vehicleacceleratioñal the ACC
system is safe, it can be concluded that it is also safe for allothera1 > ãl .

The benefit of verification testing is that a single test clears the entire parameter set
Q. However, verification gives no information on the volume ofthe cleared parameter
setQ•, since it may extend to other cleared parametersq j in the set{q j |(q j )i > (q̃ j )i}
for which ρk(q j ) < γk, as illustrated in Figure 5.1. It is also unclear where the boundary
ρk = γk betweenQ• andQ• lies. The complexity of these problems obviously grows with
increasing dimension ofQ. Furthermore, no information on the probability of the setQ• is
given,i.e., how often the specification is satisfied, and how the system performs on average.
Relying on verification testing also increases the likelihood that manufacturers design their
systems to meet a specific verification test, as is sometimes done with the Euro emission
standards (so-called ‘cycle-beating’ [127]). System validation using a predetermined and
limited set of operating conditions should therefore not beconsidered suitable for future
ADAS validation procedures.

5.1.4 Evaluation of the cleared parameter set

Both for controller synthesis and validation it is necessary to gain more insight in the per-
formance of the system over the entire parameter setQ. We therefore define the following
validation problem.

Problem 5.2 Evaluation of the cleared parameter set
Validate that the criteriaγk are satisfied for the entire parameter setQ, that isρk(q)< γk for
all q ∈Q, whereQ is ann-dimensional set inRn. If there areq for whichγk is not satisfied,
i.e., ρk(q)≥ γk, we would like to know how large the cleared subsetQ•= {q ∈ Q|ρk(q)<γk}
and the non-cleared subsetQ• = {q∈Q|ρk(q)≥ γk} are. In addition, it is of interest to know
where the boundaryqγ lies between the cleared and non-cleared subsets of the parameter
set. �

For a linear low-order system as in (5.1),µ-analysis techniques can be used to guarantee
robust stability and performance for all possible combinations of the values of uncertain
parameters. These techniques are however restricted to multivariable linear models and
frequency domain clearance criteria, and they are not well-suited for complex models with
nonlinear and time-domain clearance criteria. With the complexity of the system, the control
validation problem scales up, due to the exponential increase in volume associated with
adding extra dimensions to the parameter set.

This so-calledcurse of dimensionalityhas given rise to the notion oftractability, as dis-
cussed by Vidyasagar [255]. Letf (m) denote the maximum number of operations required
by an algorithm on any problem instance of sizem. If the functionf (m) increases no faster
than some polynomial inm, then the algorithm is said to bepolynomial-time. A particular
problem is considered to betractable, if a polynomial-time algorithm can be found for that
problem.

Unfortunately, for a realistic nonlinear vehicle model with an increasing dimension of
Q, clearance of the entire parameter set will become more difficult to solve, and eventually
becomeintractable. That is, it is unknown whether there exists a polynomial-time solution
to the problem.
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Figure 5.2: Validation ofQ with: (a) grid search; (b) fractional factorial design.

5.1.5 Grid-based techniques to cover the parameter set

In order to provide a polynomial-time solution, a controller is often validated with agrid
searchover the operating range of all parameters, which is common practice in the aerospace
industry [61]. However, the procedure to put a grid on the parameter set and do all evalu-
ations at the grid points, as illustrated in Figure 5.2(a), does not give an answer about the
behavior between these points. For critical subsets inQ the number of grid points could be
increased (as illustrated). The hope is that with a very narrow grid, all critical points will
be found, but a guarantee can never be given. Furthermore, a thorough grid search requires
a very large number of experiments, often too large to be feasible. Although a grid search
is a tractable solution, it therefore has lowefficiency, in terms of the number of function
evaluations required to reach a desired accuracy in the validation.

A method to improve the efficiency of grid-based validation and gain insight in the sys-
tem behavior isdesign of experiments[165]. Design of experiments provides a statistical
means for analyzing how parameters interact in an experiment, and how they influence the
performance measure. It can be effectively used to determine cause-and-effect relation-
ships in experiments. Yet, the most important characteristic is that it reduces the number of
experiments that are required to analyze these relationships.

This reduction is accomplished through afractional factorial design, which consists of a
carefully chosen subset (fraction) of the experimental runs of a full grid search, as illustrated
in Figure 5.2(b). The subset is chosen so as to access information about the most important
features of the problem studied, such as the main effects andinteractions of the elements
qi of q on the performance measureρk. The resulting design requires considerably fewer
experiments than a full factorial design (i.e., a full grid search). In casea priori information
on the cost functionρk(q) is available, an optimal subset can be configured using D-optimal
design methods [165].

Using the information obtained from design of experiments,a response surface can be
constructed, such that the shape of multivariate cost functions can be investigated. The
response surface methodologyexplores the relationships between several parameters and
one or more performance criteria [165], as will be illustrated later on in Example 5.8.
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Figure 5.3: Example of a worst-case search process for a two-dimensional parameter set.

5.1.6 Evaluation of worst-case performance

Instead of investigating theentire parameter setQ, as discussed above, an alternative ap-
proach is to search for theworst-caseperformanceρ∗k , formalized as follows.

Problem 5.3 Evaluation of worst-case performance
Estimate the global worst-case performance, defined by

ρ∗k = min
q∈Q

ρk(q). (5.2)

In case the worst-case performance is defined by a maximum, the maximization problem
can easily be rewritten as a minimization problem, since max

q∈Q
ρk(q) = − min

q∈Q

(

−ρk(q)
)

. �

The corresponding parameter vectorq∗ is defined as the location ofρ∗k . If this worst-case
point can be cleared, it implies that the controller can be cleared for the entireQ. Since there
is usually no analytical solution for (5.2), a search algorithm of some sort must be used. We
can therefore define an optimization problem, and find the worst-case performanceρ∗k at the
local worst-case pointq∗

j within an error toleranceǫ, as illustrated in Figure 5.3.
Compared to a conventional grid search, the optimization-based validation offers a con-

siderable improvement in efficiency, and it is very suitablefor simulation purposes. This
occurs because the number of function evaluations requiredto compute the worst-case pa-
rameter combination is usually much lower than that corresponding to evaluating the func-
tion in all vertex points of a grid. A second advantage is achieved by allowing a continuous
variation of parameters within the given parameter setQ, which reduces the risk of missing
critical subsets ofQ.

On the other hand, a cost function may exhibit multiple localminima, such as the non-
convex example in Figure 5.1. In that case a computationallyexpensive global search al-
gorithm must be used, and it cannot be guaranteed that the optimization converges to the
global minimum. An optimization algorithm only results inoneparameter combination
q∗

j , for which the controller may or may not be cleared. In caseρ∗k > γ, little information
is available on the size of the non-cleared subset ofQ. Optimization-based validation is
therefore only useful in applications, whereeverypoint inQmust be cleared, such as in the
aerospace industry. However, tuning an ADAS controller to the results of a worst-case anal-
ysis may result in a too conservative controller, if this worst-case scenario is an extremely
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rare event. It is therefore unreasonable to expect the controller to exhibit satisfactory per-
formance for every pointq ∈ Q. Instead, a small failure probability is considered to be
acceptable.

5.1.7 The need for a new methodology

Because of the impossibility of exhaustive testing, an iterative ad-hoc process of simulations
and test drives is often used for validation. Although the results of test drives are realistic,
the test schedule can never cover the entire set of operatingconditions, due to time and cost
constraints. Especially rare events are difficult to reproduce and analyze by using test drives.

Conversely, simulations have their limitations with regard to the ability to model the
traffic environment realistically, and with regard to the validation of those models. This
increases the model uncertainty∆ and consequently the error in the estimate of the per-
formance measure. Unfortunately, little information is available on the accuracy of the
estimated performance and the associated confidence. We would therefore like to obtain a
guarantee on the performance and dependability of a system with a desired level of accuracy
and confidence.

In order to improve the transition from simulations to test drives, the VeHIL laboratory
was introduced in the previous chapter. VeHIL allows to validate an ADAS in an early stage
of development, and provides the possibility for model validation. However, an efficient test
schedule is essential for testing an ADAS with simulations,VeHIL, and test drives.

The objective of this chapter is therefore to develop a methodological framework for
ADAS control system validation. A key element of this methodology is the generation of
an efficient test schedule consisting of theminimumnumber of experiments that is sufficient
to validate the ADAS with a desired level of accuracy and confidence1. As discussed earlier,
this problem cannot be solvedexactlyand is a computationally ‘hard’ problem.

5.2 Randomized algorithms for control system validation

5.2.1 Motivation for a probabilistic approach

An alternative approach for solving a complex problem exactly, is to solve itapproximately
by using arandomized algorithm. A randomized algorithm is an algorithm that makes
random choices during its execution, and covers sequential, Las Vegas, Monte Carlo, and
other probabilistic algorithms, as investigated in detailby Motwani [169] and Tempo [237].

The use of a randomized algorithm can turn an intractable problem into atractableone,
but at the cost that the algorithm may fail to give a correct solution. The probabilityδ that
the randomized algorithm fails can be made arbitrarily close to zero, but never exactly equal
to zero. This probabilityδ mainly depends on thesample complexity, i.e., the number of
function evaluations, but also on the type of problem to be solved.

A popular example of a randomized algorithm is the Monte Carlo simulation strategy,
where the system is simulated for a representative, though very large, set of operating condi-
tions, based on the probability that these conditions occur. Monte Carlo simulation methods
are especially useful in studying systems with a large number of coupled degrees of freedom

1Note the difference betweennecessaryandsufficientconditions. It is often impossible to determine the min-
imum number of experiments that is necessary for validation, whereas it is often much simpler to determine a
sufficient number, which has a larger but still acceptable size.
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and find application in a variety of fields, such as physics, computer science, reliability engi-
neering, and financial mathematics. Monte Carlo simulationis also widely used for design
and analysis of control system performance, such as in the aerospace industry [61, 225],
process industry [275], and automotive industry. Several authors discuss the application of
Monte Carlo simulations to the evaluation of ADAS controllers. Michaelet al. [163] present
the validation of a lateral vehicle control system, Touranet al. [242] show the safety effects
of ACC by a Monte Carlo analysis, and Godboleet al. [88] evaluate a collision avoidance
system, based on probabilistic assumptions for scenario and driver parameters. More recent
applications of randomized algorithms include controllersynthesis and robustness analysis
for systems with bounded disturbances, as discussed in the work by Tempoet al. [236] and
Vidyasagar [254].

The main advantage of Monte Carlo is that it can take into account a representative part
of a high-dimensional parameter set, including disturbances and failure modes. Further-
more, it allows the simulation of black-box models, where noknowledge of the underlying
process is necessary. On the other hand, this means that no use is made of anya priori
information on the system to make the validation process more efficient. Monte Carlo also
allows for dynamic testing, such that the time-dependency between certain inputs is taken
into account, and time-domain performance measures can be used.

The downside of Monte Carlo simulation is the size of the sufficient sample complexity
that guarantees a certain accuracy and level of confidence for the simulation outcome. In this
section we demonstrate that this sample complexity is bounded, but also that these bounds
are rather conservative.

5.2.2 Problem definition for Monte Carlo sampling

The use of a randomized algorithm for controller validationis illustrated by considering the
following problem.

Problem 5.4 Probability of clearance
Consider an arbitrary process with only two possible outcomes, ‘cleared’ (ρ < γ) and ‘non-
cleared’ (ρ ≥ γ). The problem is then to determine the probabilityp of a non-cleared
outcome of the process for allq j ∈ Q, such that the cleared parameter setQ• and the
non-cleared parameter setQ• can be evaluated in aprobabilisticsense2. �

Problem 5.4 and the sample complexity are investigated as follows. In order to estimate
p, we generateN independent identically distributed (iid) samplesq1,q2, . . . ,qN in the pa-
rameter setQ according to its probability density function (PDF)fQ. The outcome of every
j-th experiment is represented by an indicator functionJ:

J(q j ) =

{

0, if ρ(q j )< γ
1, if ρ(q j )≥ γ , (5.3)

whereJ = 0 is a successful outcome (the performanceρ satisfies the requirementγ and
the parameterq is cleared), andJ = 1 is a faulty outcome (ρ does not satisfyγ andq is

2Note the difference in notation betweenρ and p. The performance levelρ applies tooneparticular experi-
ment, whereas the probabilityp applies toall experiments. For instance, the safety of a single experiment can be
expressed asρ = 0 (no collision) orρ = 1 (collision), whereas the corresponding collision probability is expressed
in the form ofp = 0.001, in case one in a thousand scenarios results in a collision.
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non-cleared). The probabilityp of an unsuccessful outcome can then be estimated by the
empirical probabilityp̂N(γ) as3

p̂N(γ) =
1
N

N
∑

j=1

J(q j ). (5.4)

Equation (5.4) is also known as thesimple samplingestimator and is an unbiased estimator,
since the expected value ofp̂N is p:

E{p̂N} = E







1
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N
∑
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J(q j )


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N
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Np= p. (5.5)

The simple sampling varianceσ2
SS of p̂N is given by

var







1
N

N
∑

j=1

J(q j )







=
1

N2 var







N
∑

j=1

J(q j )







=
1

N2 Nvar{J(q j )} =

1
N

(

E
{

(

J(q j )
)2
}

−
(
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(
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p(1− p)

N

. (5.6)

The accuracy of the estimatêpN can be expressed in the relative root mean square (RMS)
error

√

var{p̂N}
p2 =

√

1− p
pN

. (5.7)

From (5.7) the necessary sample complexity can then be calculated, given a desired
relative RMS error and an expected value forp. However, this measure requiresa priori
knowledge ofp, which is exactly the parameter we wish to estimate! Furthermore, we do
not know what confidence to attach to any particular estimatep̂N. In that respect,̂pN is
unlikely to be exactly equal to the real probabilityp, although the ‘law of large numbers’
[254] states that̂pN converges top with probability 1, asN→∞, and as long as the samples
are chosen to be representative of the setQ.

The question thus arises in what sensep̂N converges top, and how many samplesN are
required to estimatêpN, such that it differs from the real (unknown) valuep by no more
thanǫ > 0, i.e.,

|p− p̂N| ≤ ǫ, (5.8)

whereǫ is referred to as theaccuracyof the estimate.
Since p̂N is a random variable, depending on the particular realization of N samples,

the outcome of the inequality (5.8) is a random variable as well with a certain probability
of realization. Therefore, we cannot always guarantee that|p− p̂N| ≤ ǫ, even for very large
N. This means that if the experiments are performed anotherN times, the estimatêpN

will probably have another value. By introducing aconfidence level1− δ with δ > 0, the
probability that|p− p̂Nℓ

| ≤ ǫ for any ℓ-th set ofN experiments (denoted byNℓ) is then
defined as

Pr{|p− p̂N| ≤ ǫ} ≥ 1− δ. (5.9)

It is then of interest to know the requiredN for (5.9) to hold. In other words: how many
samplesN are necessary to achieve a desired level of accuracyǫ and confidence 1− δ?

3In the following we will usep̂N instead ofp̂N(γ) for reasons of brevity.
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5.2.3 Upper bounds on the sample complexity

In order to derive the requiredN for a Monte Carlo simulationa priori, we would like to
determine an upper bound on the sample complexity.

Binomial bound

Since Problem 5.4 is governed by a binomial process with onlytwo possible outcomes, (5.9)
can be rewritten as

Pr{|p− p̂N| ≤ ǫ} =
N−
∑

j=0

(

N
j

)

p j (1− p)(N− j) + 1−
N
∑

j=N+

(

N
j

)

p j (1− p)(N− j) ≥ 1− δ (5.10)

whereN− = (p− ǫ)N is the minimum andN+ = (p+ ǫ)N the maximum number of samples
for which it can be expected thatJ(q j ) = 1. Unfortunately,N cannot be solved recursively
from (5.10), such that the necessary sample complexityN has to be approximated.

For moderate values ofp, the binomial distribution approaches the normal distribution
if the number of samplesN is large (as a rule of thumbpN and (1− p)N must both be
larger than 5). This is a result of the central limit theorem,which states that any sum of
many iid random variables will tend to be distributed according to a normal distribution.
An important property of the normal distribution is that it is possible to relate all normal
random variables to the standard normal with meanµ = 0 and varianceσ2 = 1. If the variate
X ∼N (µ,σ2), then

Z =
X −µ
σ

(5.11)

is a standard normal random variable:Z∼N (0,1) with cumulative distribution function

F(z) =
1√
2π

∫ z

−∞
exp
(

−
u2

2

)

du, z∈ R. (5.12)

The mean of a binomial distributed variable (i.e., the expected number of positive samples)
equalspN, whereas the standard deviationσ can be approximated by

√
Np(1− p). With a

desired accuracyǫ the likely number of positive samples is in the interval [(p−ǫ)N, (p+ǫ)N].
The requiredN can then be found, when the desired probabilityδ is equal to the sum of the
values of the cumulative distribution function of the standard normal distribution:

δ =
1√
2π

∫ z−

0
exp
(

−
u2

2

)

du+
1√
2π

∫ N

z+
exp
(

−
u2

2

)

du, z−,z+ ∈ N, (5.13)

evaluated atz− =
(p− ǫ)N− pN√

Np(1− p)
andz+ =

(p+ ǫ)N− pN√
Np(1− p)

.

An algorithm can then easily be constructed that gives an efficient approximation for the
least upper boundN, denoted byNbin. Unfortunately, this measure again requiresa priori
knowledge ofp, which is exactly the parameter we wish to estimate.

Additive Chernoff bound

To avoid this paradox we can use the Chernoff bound [34], which states that the probability
δ > 0 in (5.9) is no larger than 2e−2Nǫ2. Chernoff’s method centers around bounding the
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random variablep by investigating the random variableet p rather than the variablep itself:

Pr
{

et p̂N > et(p̂N+ǫ)
}

<
E{et p̂N}
et(p̂N+ǫ) , for all t > 0, (5.14)

and applying Markov’s inequality [236] to the right-hand side of this formula. See [169] for
the lengthy mathematical derivation of this bound. This means that, after performing the

experimentN times, we can state with a confidence of at least 1− 2e−2Nǫ2 that the empirical
probability p̂N is no more thanǫ different from the true but unknown probabilityp. There-
fore, to estimate the unknown quantityp to an accuracyǫ and with a confidence 1− δ, N

should be chosen such that 2e−2Nǫ2 ≤ δ. This can be rewritten as

N≥ 1
2ǫ2

ln
2
δ
. (5.15)

The right-hand side of this inequality is known as thetwo-sided additive Chernoff bound,
denoted asNCh.

One-sided bounds

The validation objective that is investigated in this chapter, is related to estimating the prob-
ability of failure p, since this usually is a very small value close to zero. This small prob-
ability is the reason that so many samples are necessary to estimate it. Obviously, it is
important to know whether the real probability of a failurep is larger than the maximum
expected valuêpN + ǫ, since the estimated̂pN will then give a false sense of security. Vice
versa, it is less critical to know whether the realp is ǫ less than the estimated̂pN, since this
is actually a desired outcome. We therefore propose to only consider the probability that
p− p̂N > ǫ. Instead of the two-sided bound we can therefore use theone-sided Chernoff
bound, which is defined as

N−
Ch =

1
2ǫ2

ln
1
δ
, (5.16)

and we should haveN ≥ N−
Ch. Similarly, we can define the one-sided binomial bound, as

opposed to the two-sided bound in (5.10):

Pr{p− p̂N ≤ ǫ} = 1−
N−
∑

j=0

(

N−

j

)

p j (1− p)(N−− j) > 1− δ, (5.17)

and modify (5.13) into

δ =
1√
2π

∫ z−

0
exp
(

−
u2

2

)

du z− ∈ N. (5.18)

Comparison of sample complexity

The sample complexities corresponding to the above-mentioned bounds are shown in Figure
5.4. For ease of reference, Table 5.1 gives the bounds for some characteristic values ofǫ and
δ. Since these bounds are associated with a confidence interval 1 − δ, they are referred to
assoftbounds, as opposed tohard bounds that are always guaranteed [277]. Nevertheless,
the table illustrates that the Chernoff bound is very conservative (that is, the ratio of the
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Figure 5.4: Binomial and Chernoff bounds for several valuesof p,ǫ andδ.

Table 5.1: Chernoff and binomial bounds for several values of ǫ, δ, and the probability p.

p δ ǫ ǫr NCh N−
Ch N−

mult N−
bin

0.1 0.01 0.01 0.1 2.65·104 2.30·104 9.21·103 4.77·103

0.1 0.01 0.001 0.01 2.65·106 2.30·106 9.21·105 4.86·105

0.1 0.001 0.01 0.1 3.80·104 3.45·104 1.38·104 8.50·103

0.1 0.001 0.001 0.01 3.80·106 3.45·106 1.38·106 8.58·105

0.01 0.001 0.001 0.1 3.80·106 3.45·106 1.38·105 9.35·104

0.01 0.001 0.0001 0.01 3.80·108 3.45·108 1.38·107 9.44·106

0.01 0.0001 0.001 0.1 4.95·106 4.61·106 1.84·105 1.36·105

0.01 0.0001 0.0001 0.01 4.95·108 4.61·108 1.84·107 1.36·107

sufficientN to the necessaryN is very large), and that the conservatism increases for lower
values ofp, ǫ, andδ. In that sense, the Chernoff bound (5.16) only provides anupperbound,
unlike theleastupper bound of the binomial bound (5.17). Reduction ofN is therefore an
important challenge, especially for values ofp, ǫ, andδ close to zero.

5.2.4 Formulation of a randomized algorithm

For now we will use the one-sided Chernoff bound (5.16) for estimation of the probabilityp.
The corresponding procedure for probabilistic control system validation using Monte Carlo
methods is formalized in Algorithm 5.1. The conservatism ofthis algorithm is illustrated
with an example.
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Algorithm 5.1 Probabilistic validation of control perform ance [236]
Given a desiredǫ,δ ∈ (0,1), a performance measureρ, a thresholdγ ≥ 0, and
the true PDFfQ forQ, this randomized algorithm returns with a probability of at
least 1− δ an estimatêpN for p, such thatp− p̂N ≤ ǫ.

1. Determine the sufficientN−
Ch with the one-sided Chernoff bound

1
2ǫ2

ln
1
δ
.

2. DrawN = N−
Ch iid samplesq1, . . . ,qN in the setQ according to its PDFfQ.

3. Return the empirical probability

p̂N =
1
N

N
∑

j=1

J
(

q j
)

,

whereJ
(

q j
)

is the indicator function

J(q j ) =

{

0, if ρ(q j )< γ
1, if ρ(q j )≥ γ .

Example 5.2 Gaussian disturbance with continuous performance measure.

Problem definition Consider the ACC control problem of Section 5.1.1, where we use
the constant time headway control law (2.12) withth equal to 2 s and the safety margin
s0 = 6 m. The fixed feedback gains areK1 = 0.17s−2, andK2 = 0.7s−1. Sensor processing
delay and vehicle dynamics are neglected by assuming that the desired acceleration is
realized at the input of the controlled system without any time lag, such thata2 = aref.
However, we do introduce an actuator saturation, since ACC systems usually restrict the
minimum and maximum control input for safety reasons. In this case study we use the
restriction thata2 is bounded between−3 and 3 m/s2.

Consider a steady-state car-following scenario where the target vehicle suddenly brakes
to a full stop. The initial conditions arexr(0) = thv2(0)+ s0 = 66 m andv1(0) = v2(0) =
30 m/s. We assume that the deceleration of the preceding vehicle is the only disturbance,
defined as a Gaussian distributed signal with meanµ = 0 and standard deviationσ = 1.5,
denoted asN (0,1.5), truncated on the interval [−10, 10] m/s2.

In situations when the target vehicle brakes hard, the ACC vehicle may not obtain the
required decelerationaref, since the actuator saturates at−3 m/s2. Now, for fine-tuning
the controller parameters, we would like to know the percentage of brake situations for
which the TTC falls below a certain threshold. We therefore define acontinuoussafety
measureρTTC, defined by the TTCtTTC = xr

vr
. The TTC has a lower value for unsafe situ-

ations, with a threshold valueγTTC = 6 s, since a traffic situation is subjectively regarded
by a driver as ‘dangerous’ when the TTC is less than 6 s [58]. The safety obviously
decreases with a stronger deceleration of the target vehicle a1, such that the function
ρTTC(a1) is non-increasing and crosses the threshold ofγTTC = 6 s ata1 = −2.69 m/s2.
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Figure 5.5: Histogram of 10 000 estimateŝpNℓ
, with Nℓ = 23026each, where the

acceleration profile is sampled from a Gaussian PDFN (0,1.5).

For this example the indicator function is defined as

J(a1) =

{

0, if ρTTC(a1)> γTTC

1, if ρTTC(a1) ≤ γTTC
. (5.19)

For verification of this simple example the ‘true’ outcome can be calculated analytically
and is known exactly:p = 0.03630.

Randomization of the problem Although for this simple problem it is feasible to
formulate a deterministic algorithm, in practice it can be difficult or even impossible to
determinep in a deterministic way, when the dimension ofQ increases and the func-
tion ρTTC is not monotonous. So instead of calculatingp explicitly in a deterministic
sense, the function is randomized in such a way that it takes arandom inputq j from its
distribution functionf (a1), according to Algorithm 5.1.

In order to verify the performance of Algorithm 5.1, we execute it M = 10000 times.
Suppose it is desired thatǫ = 0.01 andδ = 0.01, corresponding to values commonly
used in the automotive industry. The Chernoff bound (5.16) then givesN = 23026. So
eachℓ-th simulation set (withℓ = 1, . . . ,M) consists of 23 026 simulation runs and gives
an estimatêpNℓ

. The distribution of this estimate is shown in Figure 5.5. With this
example, the accuracy and confidence for a single simulationset can be estimated from
this histogram aŝǫ and 1− δ̂ respectively.

Analysis of the simulation results The empirical mean of the histogram̂pM is 0.03633,
based on allM ·N = 2.3 ·108 simulations, which is very close top = 0.03630. The vari-
ance of each individual estimatêpNℓ

can be found by the unbiased estimator for the
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variance

σ̂
2
Nℓ−1 =

1
Nℓ − 1

Nℓ
∑

ℓ=1

(p̂Nℓ
− p̂M)2. (5.20)

The simple sampling variancêσ2
SS of the estimator̂pNℓ

is 1.5373·10−6. The empirical
accuracy for a single simulation set (each consisting of 23 026 simulations), can be
estimated from the histogram asǫ̂ = 0.0028 whenδ̂ = 0.01. That is, only 1 % of the
simulation sets result in an estimatep̂Nℓ

that differs from the grand mean̂pM by more
than 0.0028.

Example 5.2 demonstrates that by choosingN = N−
Ch, a higher level of accuracy and con-

fidence is obtained than desired (ǫ̂ = 0.0028 instead ofǫ = 0.01). Conversely, this suggests
that the desired values forδ andǫ can be achieved with a much lowerN than given by (5.16).
Although the degree of conservatism for this example is rather limited, it can be shown that
the Chernoff bound conservatism increases with smaller values forδ andǫ [255].

5.2.5 Characteristic properties of randomized algorithms

Example 5.2 illustrates some characteristic properties ofrandomized algorithms that were
also identified by Tempoet al. [236] and Vidyasagar [255].

• A randomized algorithm is very simple, since the Chernoff bound is completely in-
dependent of the nature of the underlying process and the parameter setQ. However,
this also means that no advantage is taken of anya priori knowledge of the structure
of Q. It is therefore desired to modify the simulation approach such that knowledge
of the system is applied. Section 5.3 will take this into account.

• A randomized algorithm, as compared to deterministic algorithms, requires a limited
number of test runs, such that it can be run in polynomial time. However, the sample
complexityN to achieve a reasonableǫ andδ, as given by the Chernoff bound, is
quite conservative. We will therefore consider this issue in Section 5.4 where a new
randomized algorithm with a reduced sample complexity is developed.

• The confidence of the simulation outcome strongly depends onthe reliability of the
pre-defined PDFfQ. The outcome of the simulation approach also greatly depends
on the modeling effort of the system that is investigated. Section 5.5 will therefore
present a method for validation of the simulation results with VeHIL and test drives.

5.3 Methods for reduction of the sample complexity

This section investigates several possibilities to reducethe sample complexityN:

• Reduction of the parameter set that is used for the validation problem.

• Reformulation of the control validation problem, such thatanother bound on the sam-
ple complexity can be derived.

• Use of another sampling distribution.

• Increasing the spread and randomness of random sample generation, thereby reducing
the variance of the estimate.



112 5 A methodological framework for probabilistic validation of ADASs

xr

xr,max

vrvr,maxvr,min

0

0

Q•
0

Q•
0

Q•
1

Q•
2

Q◦

Qinfeas

ρ(q) = γ1

ρ(q) = γ2

Figure 5.6: A two-dimensional example of a parameter setQ in the form of the range –
range rate diagram. The setQ is composed of a feasible subsetQfeas and an infeasible
subsetQinfeas(dark grey). In turn the feasible subset is composed of thea prioriknown sets
Q•

0 andQ•
0 (both white), and the unknown setQ◦ (light grey).

5.3.1 Reduction of the parameter set

With a priori knowledge on the cost functionsρk the problem complexity ofQ can be
reduced. From experimental data or heuristic knowledge theshape of the cost functions can
be identified, which can help to simplify the validation problem. In case there are parameter
combinations that are infeasible, only a subset ofQfeas⊂Q is considered feasible. This is
due to inequality constraintsg (q) ≤ 0, such thatQfeas is defined as{q|q ∈ Q,g (q) ≤ 0}.
In Example 5.2 we assumed that the target vehicle acceleration a1 is within the interval
[−10,10]m/s2, although a Gaussian PDF has tails that extend beyond the extreme values of
the interval. In addition, any positive value fora1 can be considered safe, since the resulting
relative velocityvr will always be positive in that case. In this way, a cleared subsetQ•

0 can
be identified beforehand that does not need to be included in the validation process. For this
one-dimensional example, reduction of the parameter set tothe interval [−10,0]m/s2 would
mean thatN can be halved. It is important to note that the underlying PDFmust be scaled,
such that

∫

Qfeas
f
Qfeas

(q) =
∫

Q
fQ(q) = 1.

Figure 5.6 gives an example of a constrained two-dimensional parameter setQ in the
form of the range – range rate diagram, which is often used foranalysis of ACC controllers.
The range to a target vehicle is bounded between zero and the maximum range of the ACC
sensorxr,max. Similarly, the range ratevr is bounded between minimum and maximum
values that are considered possible. The parameter setQ is thus composed of the feasible
setQ•∪Q• and the infeasible setQinfeas. The subsetsQ•

0 ⊂Q•,Q•
0 ⊂Q• andQinfeascan

be identifieda priori in order to reduce the volume of the parameter set, which leaves an
unknown subsetQ◦ to be validated.A posteriori, the level lineρ(q) = γ1 can be identified
that indicates the boundary between the cleared subsetQ• and the non-cleared subsetQ•

1,
where the TTC changes from acceptable to unacceptable. The level lineρ(q) = γ2 indicates
the boundary between the non-cleared subsetsQ•

1 ⊂ Q◦ andQ•
2 ⊂ Q◦, where a collision

becomes unavoidable.
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In addition, analysis of failure modes using FMECA, as discussed in Chapter 4, can
be used to identify the critical failure modesf in the fault setF ⊂ Q. Similarly, accident
scenario analysis can be carried out to identify the safety-critical scenarios. In this way
insight is gained in critical parameter combinations, and subsets that are considered irrel-
evant can be neglected for the validation. Design of experiments theory provides a set of
useful tools for these trend studies, such as a D-optimal design for the parameter set [165].
A D-optimal design has the advantage that it can take into account constraintsg (q)≤ 0 in
the parameter set anda priori insight in the system process (approximative knowledge on
the contoursρ(q)). In addition, D-optimal designs allow the test engineer to execute only a
limited number of test runs, which is useful when the runs areexpensive or time-consuming.
However, there may still be a large subset of parameter combinations for which the outcome
is unknown. Apart from reduction of the parameter setQ, the sample complexity for the
remainder ofQmust still be reduced.

5.3.2 Sequential estimation using the binomial bound

To reduce the sample complexity given by the Chernoff bound,we could try to use one of
the other bounds,e.g., the binomial boundN−

bin, but this requiresa priori knowledge ofp.
This causality problem can be solved by making an initial rough estimate ofp using the
Chernoff bound4 N1 = N−

Ch and modified values forǫ andδ. After this first sequence the
real p is then considered to be less than or equal to the worst-case estimatep̂N1 + ǫ1 with a
confidence interval 1− δ1. Based on this first estimate, we can then use the binomial bound
with a significantly lower bound on the sample complexity in the second sequence.

In order to reduce the total numberN for both sequences, while still obtaining the desired
ǫ andδ, the valuesǫi andδi in thei-th sequence must be chosen suitably. From (5.16) follows
that the sample complexityNSS for simple sampling is proportional to ln(1/δ) and inversely
proportional toǫ2. Therefore, whenδ is decreased andǫ increased by a suitably chosen
factorκ, a lowerN can be obtained in a first sequence, by first usingδ1 = δ/κ, andǫ1 = κǫ.
To obtain the desired confidence 1− δ for p̂N in a second sequence,δ2 should be chosen
such that (1− δ1)(1− δ2)≥ 1− δ (that is, the combined confidence is at least as large as the
desired confidence). This is true whenδ2 = δ −δ1, since (1−δ/κ)(1−δ +δ/κ)≥ 1−δ, for all
κ≥ 1. The accuracy in the second sequenceǫ2 is set to its desired valueǫ. This procedure
is formalized in Algorithm 5.2.

In order to choose a suitable value forκ, we investigate the bounds onNSS,1 andNbin,2

for different values ofκ, p, δ, andǫ. Figure 5.7 shows the relation betweenκ and p for
fixed values ofδ andǫ. This figure shows that Algorithm 5.2 is optimal whenNbin,2 = NSS,1,
since this requires no extra samples in the second sequence.Furthermore,κ can better be
selected too large instead of too small. In the former case, only a small number of extra
samplesNSS,2 = Nbin,2 − NSS,1 has to be drawn in the second sequence. In the latter case, the
first sequence will draw too many samplesNSS,1, increasing the total sample complexity.
The curves are similar for other values ofδ, ǫ andp. Furthermore, the optimal value forκ
increases whenδ increases, and whenǫ andp decrease. This in turn means that for lower
valuesp (where the Chernoff bound becomes more conservative), thisconservatism can be
counteracted even more.

4In the following the subscripts+ and−, which indicate the one-sided bounds, are omitted for notational conve-
nience. In the remainder of this chapter we will only use the one-sided bounds associated with the probability that
p− p̂N > ǫ, i.e., superscript−, unless indicated otherwise.
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Algorithm 5.2 Sequential estimation using binomial bound
Given a desiredǫ,δ ∈ (0,1), a performance measureρ, a thresholdγ ≥ 0, and
the true PDFfQ forQ, this randomized algorithm returns with a probability of at
least 1− δ an estimatêpN for p, such thatp− p̂N ≤ ǫ.

1. DrawNSS,1 = 1
2ǫ21

ln 1
δ1

iid samplesq j , whereδ1 = δ/κ, andǫ1 = κǫ, andκ

is a suitably chosen real number.

2. Return the empirical probabilitŷpNSS,1 =
1

NSS,1

NSS,1
∑

j=1

J
(

q j
)

.

The realp is always less than or equal tôpbin,1 = p̂NSS,1 +ǫ1 with confidence
1− δ1.

3. Determine the sample complexityNbin,2 that is associated witĥpbin,1,
δ2 = δ − δ1, andǫ2 = ǫ, using (5.18) evaluated at

z− =
(p̂bin,1 − ǫ2)Nbin,2 − p̂bin,1Nbin,2
√

Nbin,2p̂bin,1(1− p̂bin,1)
.

4. IF Nbin,2≤ NSS,1

Return the empirical probabilitŷpN = p̂NSS,1.
ELSE

DrawNSS,2 = Nbin,2 − NSS,1 new samplesq j .
Return the empirical probability

p̂N =
1

NSS,1 + NSS,2

NSS,1+NSS,2
∑

j=1

J
(

q j
)

with accuracyǫ and confidence level (1− δ1)(1− δ2)≥ 1− δ.

Sample complexitiesNss,1 andNbin,2 for δ = ǫ = 0.01

Factorκ

N

Nss,1

Nbin,2 for p=0.01

Nbin,2 for p=0.05
κ2 κ1

Nss,1,κ=3.4

Nbin,2,κ=3.4

1 1.5 2 2.5 3 3.5 4 4.5 5
0

5000

10000

15000

20000

25000

Figure 5.7: Sample complexities NSS,1 and Nbin,2 for varyingκ and p withδ = ǫ = 0.01.
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Figure 5.8: Histogram of 10 000 simulation sets, with Nℓ ∈ [3326,4804]each, using Algo-
rithm 5.2.

It is therefore preferred to chooseκ at a point whereNbin,2 = NSS,1, based on a reasonable
a priori estimatep̂0 for p, preferably withp̂0 as low as possible. Sincêp0 should be greater
thanǫ (havingp̂0<ǫ implies the possibility of a negative probabilityp), p̂0 is lower bounded
by ǫ. Thereforeκ should be chosen such thatNbin,2 = NSS,1 and p̂0 = ǫ.

Example 5.3 Sequential estimation using binomial bound.The problem in Exam-
ple 5.2 is repeated using Algorithm 5.2, for the same valuesδ = 0.01,ǫ = 0.01, and with
the realp known to be 0.03630. However, sinceǫ = 0.01, p is assumed to be lower
bounded at 0.01. We therefore chooseκ = 3.4, using the procedure described above.
Figure 5.8 shows the results for 10 000 simulation sets, eachwith a sample complexity
rangeNℓ ∈ [3326,4804], whereNSS,1,ℓ = 2391 andNSS,2,ℓ ∈ [935,2413]. The sample
complexityNSS,2 in the second sequence is quite large, caused by the fact thatthe factor
κ is chosen larger than the optimal value (i.e., κ2 = 3.4 at p̂0 = 0.01, instead ofκ1 = 2.75
at p = 0.03630, see Figure 5.7).

The result isp̂N = 0.03619 with a variance of 8.8040·10−6. Although the variance is
larger than in Example 5.2, we should look at the obtained reduction in sample com-
plexity. When the empirical confidence parameter is setδ̂ = 0.01 the empirical accuracy
is found to bêǫ = 0.0070, meaning thatNℓ ∈ [935,2413] is still slightly conservative,
although it is much better than in Example 5.2 (whereNℓ = 23026 withǫ̂ = 0.0028).
Compared to the initial Chernoff boundN−

Ch = 23026 forǫ = 0.01 andδ = 0.01, this
means an efficiency improvement with a factorNmax

ℓ

Nℓ
= 4.8.

5.3.3 Sequential estimation for a multiplicative accuracy

In the previous sections we have focussed on problems dealing with an additive accuracy,
that is: to check that the probability thatp− p̂N ≤ ǫ, i.e., the probability that the real prob-
ability p is smaller than or equal to theestimatedp̂N + ǫ, is larger than 1− δ, where it is
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assumed thatp represents the probability of an undesired non-cleared parameter combina-
tion q. However, the additive valueǫ may not always be an appropriate measure for the
accuracy. What if the empirical probabilitŷpN turns out to be much larger or much lower
thanǫ? In casep≪ ǫ, we would be estimating a negative probabilityp− ǫ < 0, whereas if
p≫ ǫ, the sample complexity will be much higher than would be sufficient.

Therefore, it is often more suitable to use arelativedegree of accuracy,i.e., to check that
the probability thatp− p̂N≤ pǫr is larger than 1−δ, whereǫr is the relative (or multiplicative)
accuracy. In case of a desired relative accuracyǫr, Algorithm 5.2 can be modified by using
the multiplicative Chernoff bound [236], which gives

N−
mult≥

2
pǫ2r

ln
1
δ
. (5.21)

An advantage over the additive bound is that the multiplicative bound is much less conser-
vative for small values ofp. Unfortunately, this bound again requires ana priori estimate
of p. Similar to the strategy of Algorithm 5.2, it is proposed to first make a rough estimate
p̂0 of p using the multiplicative Chernoff bound, and subsequentlyuse the binomial bound.
This procedure is formalized in Algorithm 5.3.

Algorithm 5.3 Sequential estimation for relative accuracy
Given a desiredǫr,δ ∈ (0,1), a performance measureρ, a thresholdγ ≥ 0, and
the true PDFfQ forQ, this randomized algorithm returns with a probability of at
least 1− δ an estimatêpN for p, such thatp− p̂N ≤ pǫr.

1. DrawNSS,1 = 2
p̂0ǫ

2
r,1

ln 1
δ1

iid samplesq j , whereδ1 = δ/κ, ǫr,1 = κǫr with the

factorκ and thea priori estimatep̂0 suitably chosen.

2. Return the empirical probabilitŷpNSS,1 =
1

NSS,1

NSS,1
∑

j=1

J
(

q j
)

.

The realp is less than or equal tôpbin,1 = p̂NSS,1(1− ǫr,1) with a confidence
level of 1− δ1.

3. Determine the sample complexityNbin,2 that is associated witĥpbin,1,
δ2 = δ − δ1, andǫr,2 = ǫr, using (5.18) evaluated at

z− =
(p̂bin,1 − p̂bin,1ǫr,2)Nbin,2 − p̂bin,1Nbin,2

√

Nbin,2p̂bin,1(1− p̂bin,1)
.

4. IF Nbin,2≤ NSS,1

Return the empirical probabilitŷpN = p̂NSS,1.
ELSE

DrawNSS,2 = Nbin,2 − NSS,1 new samplesq j .
Return the empirical probability

p̂N =
1

NSS,1 + NSS,2

NSS,1+NSS,2
∑

j=1

J
(

q j
)

with a relative accuracyǫr and confidence level (1− δ1)(1− δ2)≥ 1− δ.
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Figure 5.9: Sample complexities N−
mult,1 and corresponding N−bin,2 as a function of varying

κ, p,δ, andǫr.

Although Algorithm 5.3 and Algorithm 5.2 are based on the same strategy, they differ
in the following way, as illustrated by Figure 5.9:

• It can be seen that for typical values ofp, ǫr, andδ (between 10−6 and 10−3), pbin has
a minimum at aroundκ = 6. This means that the initial sample sizeN−

mult,1 should be
chosen atκ = 6, andp̂0 at the lowest value considered possible. In case the empirical
estimatep̂NSS,1 proves to be larger than̂p0, the initial sample sizeN−

mult,1 might be too
small to provide the required accuracy and confidence in the first simulation sequence.

• Still, with a worst-case estimate for̂p0, the sample size for the initial sequenceN−
mult,1

is relatively small compared to that of the second sequenceNbin,2. This means that
the second sequence can benefit from the significantly lower bound.

• In Figure 5.9 the sample complexityN−
bin,2 in the second sequence increases with

decreasingp, as opposed to Algorithm 5.2. This is caused by the fact that the absolute
accuracyǫ also decreases for a fixed value ofǫr, sinceǫ = pǫr.

• SinceN−
bin,2 increases with decreasingp, the worst-case estimate forp is less than or

equal top̂bin,1 = p̂NSS,1(1− ǫr,1). Note the difference with Algorithm 5.2 where the real
probabilityp is less than or equal tôpbin,1 = p̂NSS,1 + ǫ1.

Example 5.4 Sequential estimation for relative accuracy.As an example, for values
aroundδ = 0.01, ǫr = 0.01, andp = 0.01, we can chooseκ = 6. This will result in a
sample complexity of 355 385 for the first sequence plus 6·106 for the second sequence.
Note that the efficiency improvement is only a factor 2/3 compared to the one-sided
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multiplicative boundN−
mult = 9 · 106 that holds for simple sampling (i.e., κ = 1). This

is caused by the fact that the multiplicative Chernoff boundis already less conservative
than the additive bound. However, compared to the additive bound withN−

Ch = 2.30·108

for ǫ = pǫr = 0.0001 andδ = 0.01, Algorithm 5.3 means roughly an increase in efficiency
of a factor 35!

5.3.4 Importance sampling

The previous section has shown that a significant reduction of N can be achieved usinga pri-
ori information onQ, although the samplesq j themselves are not chosen more efficiently.
For the one-dimensional ACC control problem the cleared andnon-cleared subsets are often
separated quite clearly by boundary curves. However, for multi-dimensional problems, the
correlation between the individual elementsqi of the parameter vectorq becomes relevant.
For example, it can be stated that a dangerous event is morelikely with a lower value for the
acceleration, but the actual occurrence of such an event also depends on other parameters,
such as initial distance and relative velocity.

It therefore makes sense to give more attention to operatingconditions that are more
likely to become dangerous than others. A possibility is to useimportance sampling, which
is a technique to increase the number of occurrences of the event of which the probability
p should be estimated [156]. Suppose that, given the parameter setQ, we want to estimate
the probabilityp, which is defined as:

p =
∫

Q

J(q)fQ(q)dq = E{J(q)} , (5.22)

where we sampleq from its joint PDFfQ, denoted asq ∼ fQ. In order to highlight the
interesting subsetQ• it thus makes sense not to sample from the original PDFfQ, but
instead use an artificial PDF that reflects the ‘importance’ of the events, and then reweigh
the observations to get an unbiased estimate. We therefore define an importance sampling
PDFξ that is strictly positive onQ. We can then rewrite (5.22) as

p =
∫

Q

J(q)fQ(q)

ξQ(q)
ξQ(q)dq = E

{

J(ϕ)fQ(ϕ)

ξQ(ϕ)

}

, (5.23)

whereϕ∼ ξQ. The importance sampling estimator based onξQ is

p̂NIS =
1

NIS

NIS
∑

j=1

J(ϕj )fQ(ϕj )

ξQ(ϕj )
, (5.24)

whereϕ1, . . . ,ϕNIS areNIS iid samples. Every sampleϕj drawn fromξQ can be seen as a

realization of
ξQ(ϕj )

fQ(ϕj )
original samplesq j ∼ fQ, which must therefore be reweighed with the

factor
fQ(ϕj )
ξQ(ϕj )

. The expected value of̂pNIS is p, so we again have an unbiased estimator. The
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varianceσ2
IS of the importance sampling estimator is

var{p̂NIS} = var

{

1
N

N
∑

j=1
J
(

ϕj
) fQ(ϕj )
ξQ(ϕj )

}

=

1
N

(

E

{

J2
(

ϕj
) fQ2(ϕj )
ξ2
Q(ϕj )

}

− E

{

J
(

ϕj
) fQ(ϕj )
ξQ(ϕj)

}2
)

.

(5.25)

A randomized algorithm can then be formulated as follows.

Algorithm 5.4 Importance sampling
Given a desiredǫ,δ ∈ (0,1), a performance measureρ, a thresholdγ ≥ 0, and
the true PDFfQ forQ, this randomized algorithm returns with a probability of at
least 1− δ an estimatêpNIS for p, such thatp− p̂NIS ≤ ǫ.

1. INITIALIZATION: j = 0.

2. Determine a importance sampling PDFξQ that is strictly positive onQ.

3. Set j ← j + 1.

4. Draw a sampleϕj according toξQ.

5. Calculate the cumulative empirical probability

p̂Nj =
1
Nj

Nj
∑

j=1

J(ϕj )fQ(ϕj )

ξQ(ϕj )
.

6. IF convergence is reached
Return the empirical probabilitŷpNIS = p̂Nj .

ELSE
GOTO Step 3.

Example 5.5 Importance sampling. Suppose that we again want to estimate the
probability p of a dangerous event, as specified by Example 5.2. The goal is then to
estimate

p =
∫

Q
J(a1)f (a1)da1 = E{J(a1)}, (5.26)

wherea1 ∼N (0,1.5). Assuming that this Gaussian PDF is correct, then with a simple
sampling method relatively few samples will lie in the interval of interest [-10, -2.69],
as was observed in Example 5.2.

We therefore define a more suitableξQ to sample from. We choose the linear PDF
ξQ(a1) = −0.005a1 + 0.05 witha1 bounded on the interval [−10,10], as shown in Figure

5.10. Note that
∫ 10

−10ξQ(a1) =
∫ 10

−10fQ(a1) = 1, such that the reweighting process gives
an unbiased estimator. Again we useN = 23026 for a fair comparison to the simple
sampling process in Example 5.2.

With Algorithm 5.4 more ‘important’ samples will be generated for everyℓ-th simula-
tion set, thus decreasing the variance ofp̂N. This result can be seen from the histogram
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Figure 5.10: Probability density functions used in the examples: original Gaussian
PDF fQ and importance sampling PDFξQ. The boundary valueqγ = −2.69 m/s2 is
also indicated.

in Figure 5.11, where the empirical meanp̂M = 0.03633 and the varianceσ2
IS = 6.4·10−7,

based onM ·N = 2.3 ·108 simulations. Note that̂pM is approximately equal to that in
Example 5.2. However, the variance of a particular realization p̂Nℓ

has decreased by a
factor of 2.4. Since the variance increases inversely proportional toN, as shown in (5.6),
the sample complexity could have been decreased by the same factor.

Although the reduction in this simple example is quite limited, it has been shown by
Gerlach [69] that the number of sufficient Monte Carlo simulations can be reduced by sev-
eral orders of magnitude, especially with multi-dimensional distributions. In order to effec-
tively reduce the variance,ξQ must be chosen proportional to|J(q)fQ(q)|. Based on (5.25),
Gerlach shows that even a single sample is enough ifξQ is chosen as

ξQ =

∫

Q
J(q)fQ(q)dq

p
. (5.27)

However, this is only a hypothetical possibility, since (5.27) requiresa priori knowledge of
p, as well as of the outcome ofJ(q j ) for everyq j ∈ Q. Moreover, a risk with importance
sampling is that a poor choice ofξQ may result in a significantincreaseof the sample
complexity.

Therefore, the performance of the importance sampling method heavily depends on the
reliability of the PDFξQ to generate random variables. Furthermore, the sample complexity
cannot be determineda priori, thus requiring the iterative loop in Algorithm 5.4 and the need
for a suitable stopping criterion in Step 6 that determines convergence of the algorithm. In
order to make this algorithm work, good choices for the sample complexityNIS and the
importance sampling PDFξQ must be made in advance, as well as an appropriate method
to sample from this distribution. We will address these issues next.
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Figure 5.11: Histogram for the estimatêpNℓ
of 10 000 simulation sets, with N=

23026each, where the acceleration profile is sampled from an importance sampling
distributionξQ(a1) = −0.005a1 + 0.05.

5.3.5 Sample complexity of importance sampling

Existing literature relies on stopping criteria or thumb rules for Algorithm 5.4 [29, 38]. In
this way it cannot be predicted when the simulation should bestopped, other than by using
the initial (conservative) bound. Instead of using a stopping criterion, we would like to know
the sufficient sample complexity to achieve a specifiedδ andǫ in advance. Unfortunately,
it is not possible to exactly calculate the minimum sample complexityNIS beforehand [29].
However, here we will present a method that at least gives a reliable prediction ofNIS after
an initial sequence with a small number of samples.

In order to provide an estimate of the reduction in sample complexity that can be
achieved with importance sampling, we would like to know theimportance sampling reduc-
tion factor [223], which indicates the reduction in the sample complexity that is sufficient
to achieve the same level of accuracy and confidence as the Chernoff bound. It is defined as

λIS =
σ2

IS

σ2
SS

, (5.28)

whereσ2
SS andσ2

IS are the variances of the simple sampling estimator and the importance
sampling estimator, respectively. Similar to (5.7), the accuracy of the resulting estimator
p̂NIS can then be expressed in its relative RMS error

√

var{p̂NIS}
p2 =

√

λISvar{p̂N}
p2 =

√

λIS(1− p)
pNIS

. (5.29)
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The gain in efficiency can then be calculated by comparing (5.7) and (5.29). The same level
of relative error can be achieved with the following reduction in samples for importance
sampling:

NIS = λISNSS. (5.30)

In order to estimateNIS, we therefore need to knowλIS, and thus the variancesσ2
SS and

σ2
IS. The simple sampling varianceσ2

SS can be approximated from the empirical estimate of
the first sequence:

σ̂2
SS =

1
NSS,1

NSS,1
∑

j=1
J
(

q j
)

−

(

1
NSS,1

NSS,1
∑

j=1
J
(

q j
)

)2

NSS,1
. (5.31)

The importance sampling varianceσ2
IS can be approximated by the empirical estimate of

(5.25), which is

σ̂2
IS =

1
NIS

NIS
∑

j=1
J2
(

ϕj
) fQ2(ϕj)
ξ2
Q(ϕj )

−

(

1
NIS

NIS
∑

j=1
J
(

ϕj
) fQ(ϕj )
ξQ(ϕj )

)2

NIS

. (5.32)

Unfortunately, (5.32) can only be calculateda posteriori, whereas we would like to
know NIS before we start with importance sampling. We therefore seekto estimatêσ2

IS a
priori , thereby predicting the importance sampling reduction factor in (5.28), which in turn
is used to predictNIS = λISNSS.

We therefore use the limited set of samples that has already been evaluated in the first

sequence. Consider the factor
fQ(q j )
ξQ(q j ) , which is known for every sampled valueq j in the first

sequence. We then predict the number of ‘positives’ (J(q) = 1) that would have corresponded
to the use of the importance sampling PDFξQ in the first sequence. We make this prediction
by using the assumption that every single sample obtained with simple sampling (q j ∼ fQ),

corresponds to
ξQ(q j )
fQ(q j )

samples using importance sampling (q j ∼ ξQ), as shown in (5.24).

The expected importance sampling varianceσ̂2
IS can then be estimated using the first

simple sampling sequence, where the first term in the numerator of (5.32) is multiplied with
ξQ(q j )
fQ(q j )

. The second term is equal tôp2
NIS

and can be approximated by its simple sampling

estimate. Rewriting the samplesϕj to q j we get

σ̃2
IS =

1
NSS,1

NSS,1
∑

j=1
J2
(

q j
) fQ(q j )
ξQ(q j )

−

(

1
NSS,1

NSS,1
∑

j=1
J
(

q j
)

)2

NSS,1
. (5.33)

We can then estimateλIS from (5.28) by substitution of (5.31) and (5.33). After the first
sequence we can then provide a prediction forNIS. Moreover, using the results of this first
sequence, we are also able to form a suitable importance sampling PDF ξQ, as discussed
next.
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5.3.6 Kernel density estimation of the importance samplingPDF

As shown in Chapter 2, in practice the componentsqi of q are interdependent, such that
the distribution ofq is governed by ajoint PDF fQ = f (q1,q2, . . . ,qn). The performance of
Algorithm 5.4 heavily depends on the reliability of the PDFξQ to generate random vari-
ables, and of the models used in the simulation. An efficient estimator ofp̂NIS is obtained
by choosingξQ proportional to the importance of the individual samples, with importance
defined as|J(q)fQ(q)| (for Boolean performance measures) or|ρk(q)fQ(q)| (for continuous
performance measures). A rare but dangerous event can thus be equally important as a fre-
quent but less critical event. Conventional importance sampling methods consist of shifting
the mean or variance of the original PDFfQ to form the importance sampling PDFξQ, a so-
calledparametricapproach [29, 223]. However, the optimal importance sampling PDFξQ
will most likely not be a standard type PDF (e.g., Gaussian), but reflect an irregular multi-
dimensional surface inQ. Parametric importance sampling methods can therefore bias the
results if not carefully chosen. Instead, anonparametricapproach will be used, where the
entirePDF is estimated. Since importance is related to the samplesq j for which J(q j ) = 1,
we apply a multivariate kernel density estimation on these samples.

Kernel density estimation

A kernel density estimator can be regarded as a generalization of the well-known histogram
ˆf
h

for a one-dimensional parameterq, which can be formalized as:

ˆf
h
(q) =

1
Nh

N
∑

j=1

k u

(q− q j

h

)

, (5.34)

whereh is the histogram binwidth andk u(u) is a uniform kernel function

k u(u) =

{

1 if |u| ≤ 1
2

0 else
. (5.35)

Figure 5.12 illustrates the construction of the histogram based on a set of ‘positive’ samples
q•. The disadvantage of using a histogram for density estimation is the discontinuous form

and the possibility of ‘gaps’ in the resulting PDF. For example, the value forˆf
h
(q) on the

interval [−4.75, −4.5] is zero, whereas the adjacent intervals have non-zero values.
In order to ‘smoothen’ the histogram, a continuous instead of a discontinuous kernel

functionk should be used. The kernel density estimatorξ̂ based on the samplesq j , . . . ,qN

is then defined as

ξ̂h(q) =
1
N

N
∑

j=1

k h(q − q j ), (5.36)

where

k h(u) =
1
h
k (u/h), (5.37)

with k (u) some kernel function andh the kernel bandwidth.
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Figure 5.12: Examples of kernel density estimation for the purpose of construction of an
importance sampling PDF, based on different values for the bandwidth.

Kernel selection

Hardleet al. [92] show that kernel density estimates based on any two different kernel
functionsk (u) can achieve the same degree of smoothness (in the limit) by adjusting one
of the bandwidthsh by multiplication with a constant factor. That means that, regardless of
the typeof kernel function, the same degree of smoothness can be reached with any kernel
function, only by tuning the bandwidth. The differences between different kernel functions
are shown to be at most a few percent:e.g., the Gaussian kernel is 4 % less efficient than
the most efficient kernel in terms of the number of samples that is necessary to obtain a
representative PDF. Therefore, it is concluded that for practical purposes the choice of kernel
function is almost irrelevant for the efficiency of the estimated PDFξ, and we will use the
simple Gaussian kernel function

k (u) =
1√
2π

exp(−
1
2

u2). (5.38)

Efficient kernel bandwidth selection

More important than the type of kernel, is to choose the most appropriate kernel band-
width h. If the bandwidth is too small, the resulting kernel densityestimate may be ‘un-
dersmoothed’. However, if the bandwidth is too large, the resulting PDF will be ‘over-
smoothed’ and not distinguish enough between important andunimportant subsets inQ.
Figure 5.12 illustrates this issue for different values of the bandwidth.

The selection of the bandwidth for the multivariate case becomes more critical with
higher dimension. For the multivariate case, the goal of density estimation is to approxi-
mate the shape of a multivariate PDF. In order to account for the interdependency of the
componentsqi of q, a multivariate kernel should be used. A general approach isto use a
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nonsingular diagonal bandwidth matrixH. The general form for the multivariate density
estimator is then

ξ̂H(q) =
1
N

N
∑

j=1

1
det(H)
k
{

H−1(q − q j)
}

=
1
N

N
∑

j=1

k H

(

q − q j
)

, (5.39)

where

k H(u) =
1

det(H)
k (H−1(u)), (5.40)

analogously tok h in the one-dimensional case. An equal bandwidthh in all dimensions
corresponds toH = hIn whereIn denotes then×n identity matrix. Different bandwidths are
equivalent toH = diag(h1, . . . ,hn), a diagonal matrix with elementsh1, . . . ,hn.

A criterion for choosing the optimal bandwidth matrixH is the mean integrated squared
error (MISE) expressed as [43]

MISE(ξ̂H) =
∫

E
{

ξ̂H (q) − f (q)
}2

dq. (5.41)

In general two methods are available that provide a suitablebandwidth to be used for the
kernel density estimation: plug-in methods and cross-validation methods. For details on the
working principle of these methods the reader is referred to[92]. The plug-in method is the
most widely used bandwidth selector, and results in the so-called ‘normal reference rule’.
When data are observed from the multivariate density with dimensionn and the diagonal
bandwidth matrix, denoted byH = diag(h1,h2, . . . ,hd), is employed, the optimal bandwidth
that minimizes the mean integrated squared error can be approximated by [23, 207]

hi = σi

{

4
(n+ 2)N•

}
1

n+4
(5.42)

for i = 1,2, . . . ,n, whereσi is the standard deviation of thei-th parameter variable that can
be replaced by its sample estimator in practical implementations. The number of positive
samplesq• is represented byN•.

Although (5.42) is often used in practice, it is only valid for Gaussian distributed data.
In our case, the samples are not assumed to be Gaussian distributed, hence (5.42) will not
yield the optimal bandwidth, but will cause the PDF to be oversmoothed rather than under-
smoothed. Undersmoothing (using a small bandwidthh) increases the risk of an incorrect
representation of the importance sampling PDFξQ, whereas oversmoothing (using a large
bandwidthh) only decreases the efficiency of the importance sampling algorithm. To be on
the safe side, a larger bandwidth is desired, and therefore oversmoothing is not considered
problematic, such that we will use the optimal bandwidth given by (5.42).

5.3.7 Random number generation

To operate a randomized algorithm, samples must be generated from a PDF using a random
number generator. Many methods for random number generation are available, such as
direct, inversion, and rejection methods [236]. Since direct or inversion algorithms are un-
suitable for nonparametric PDFs, we will use the rejection method to produce samples from
the importance sampling PDF that is constructed by kernel density estimation. The numbers
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Figure 5.13: Methods for random number generation for a two-dimensional example.

that these algorithms produce are never truly random, sincethey are completely determined
by a relatively small set of initial values, hence the more appropriate termpseudo-random
number generation. Figure 5.13(a) shows a plot with pseudo-random samples, which clearly
do not represent a ‘truly’ random behavior, due to the unevenspread of samples.

Alternatively,quasi-random numbers can be used, which are used to generate represen-
tative samples from the PDF that allow a faster convergence in a quasi-Monte Carlo simu-
lation. These algorithms are based on deterministic seriesof samples that are selected using
an optimality criterion, such that the resulting set is ‘evenly distributed’ in the parameter
domain. An example of the algorithm by Faure (see [236]) is shown in Figure 5.13(b).

Unfortunately, for higher dimensions ofQ, quasi-Monte Carlo may become inferior
to the simple sampling Monte Carlo with pseudo-random numbers. A solution is to use
the Latin hypercube sampling method developed by Imanet al. [104], which combines a
selection of pseudo-random random numbers and an evenly spread representation of the pa-
rameter set. An example is depicted in Figure 5.13(c). Basedon this combination of charac-
teristics, the Latin hypercube algorithm is selected for implementation of the sampling steps
in the presented algorithms (e.g., Steps 1 and 4 in Algorithm 5.3 or Step 4 in Algorithm 5.4).
Various other efficient sampling algorithms (e.g., the hit-and-run method) are available that
enable to approximate the volume of a set in polynomial time [236]. However, these algo-
rithms usually only apply to convex sets or require similar specific conditions, whereas the
parameter setQ will most likely be non-convex in practice.

5.3.8 Summary of methods for sample complexity reduction

As we have seen so far in Section 5.3, a reduction of the samplecomplexity can be achieved
on several levels in the validation process:

• Reduction of the parameter setQ by usinga priori knowledge of the infeasible subset
Qinfeas, the cleared subsetQ•

0, and the non-cleared subsetQ•
0.

• Use of the binomial bound through a sequential sampling procedure that gives a suf-
ficient sample complexity, which is lower than the conservative Chernoff bound.

• Reformulation of the desired accuracy to a relative insteadof an absolute measure.
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• Use of kernel density estimation to construct an importancesampling PDF that em-
phasizes the relevant samples inQ.

• Improvement of the rate of convergence of the estimation by using a Latin hypercube
for the sample generation.

Depending on the problem definition, the application, and the test tools that are used, one or
more of these methods can be combined. Let us first use the sequential estimation algorithm
to extend the importance sampling method, as discussed in the next section.

5.4 Adaptive importance sampling

In this section a new validation approach is presented basedon an sequential randomized
algorithm that usesadaptive importance sampling(AIS), where the importance sampling
PDF is based on the results of the previous sequence.

5.4.1 A new algorithm for probabilistic validation

From the results of thefirst sequence with sample complexityNSS,1 an importance sampling
PDFξQ,2 can be constructed using the approach of kernel density estimation. In addition,
the importance sampling reduction factorλIS can be estimated by the method shown in
Section 5.3.5. The remaining number of samples to be taken inthe secondsequence is
thenNIS,2 = λIS

(

Nbin,2 − NSS,1
)

. If desired, these steps can be repeated to obtain a better
importance sampling PDFξQ. We therefore combine Algorithms 5.2 and 5.4 as follows.

Example 5.6 Sequential estimation with AIS.To illustrate the efficiency of Algo-
rithm 5.5, the one-dimensional problem of Example 5.2 is again repeated. Figure 5.14
shows the results for 10 000 simulation sets, each withNℓ ∈ [2519,2810], where in the
first simple sampling sequenceNSS,1,ℓ = 2391 and in the second importance sampling
sequenceNIS,2,ℓ ∈ [128, 419]. The sample complexityNIS,2 in the second sequence is
considerably smaller, since the use of importance samplingreducesNIS,2 in the second

sequence. The results arêpN = 0.03628 and̂σ2
IS = 1.2140· 10−5. When the empirical

confidence parameter is set toδ̂ = 0.01 the empirical accuracy is found to beǫ̂ = 0.0081,
meaning thatNℓ ∈ [2519,2810] is still slightly conservative, although much betterthan
in Example 5.2.

The fact that the boundNbin,2,ℓ is not strict (such that̂ǫ = 0.01) is caused by the fact that
the factorκ is not chosen optimal, as discussed in Section 5.3.2. Nevertheless, there
is an efficiency improvement of at least NSS

max
ℓ

(Nbin,2,ℓ) = 8.2 for this particular example.

This means roughly a twofold improvement with respect to Algorithm 5.2, where the
improvement was a factor of 4.8. Obviously the resulting variance is slightly larger than
in Example 5.3, but the accuracy and confidence are still within the desired values. In
other words, the bound on the sample complexity is more strict (less conservative for
given values ofδ andǫ).
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Algorithm 5.5 Sequential estimation with AIS
Given a desiredǫ,δ ∈ (0,1), a performance measureρ, a thresholdγ ≥ 0, and
the true PDFfQ forQ, this randomized algorithm returns with a probability of at
least 1− δ an estimatêpNAIS for p, such thatp− p̂N ≤ ǫ.

1. DrawNSS,1 = 1
2ǫ21

ln 1
δ1

iid samplesq j , whereδ1 = δ/κ, andǫ1 = κǫ, andκ

is a suitably chosen real number.

2. Return the empirical probability

p̂NSS,1 =
1

NSS,1

NSS,1
∑

j=1

J
(

q j
)

.

The realp is always less than or equal tôpbin,1 = p̂NSS,1 +ǫ1 with confidence
1− δ1.

3. Determine the sample complexityNbin,2 that is associated witĥpbin,1,
δ2 = δ − δ1, andǫ2 = ǫ, using (5.18) evaluated at

z− =
(p̂bin,1 − ǫ2)Nbin,2 − p̂bin,1Nbin,2
√

Nbin,2p̂bin,1(1− p̂bin,1)
.

4. Estimate the importance sampling PDFξQ,2, based on the kernel density
estimate (5.39) of the samplesq•

j , for whichρk(q j )≥ γk.

5. Estimate the importance sampling reduction factorλ̂IS = σ̃2
IS

σ̂2
SS

, with σ̃2
IS from

(5.33) and̂σ2
SS from (5.31).

6. IF Nbin,2≤ NSS,1

Return the empirical probabilitŷpNAIS = p̂NSS,1.
ELSE

DrawNIS,2 = λ̂IS

(

Nbin,2 − NSS,1
)

new samples from the importance
sampling PDFξQ,2.
Return the empirical probability

p̂NAIS =
1

NSS,1 + NIS,2





NSS,1
∑

j=1

J
(

q j
)

+
NIS,2
∑

j=1

J(ϕj )fQ(ϕj )

ξQ,2(ϕj )





with accuracyǫ and confidence (1− δ1)(1− δ2)≥ 1− δ.

For higher dimensions ofQ, the rate of convergence of Algorithm 5.5 increases com-
pared to Algorithm 5.2. However, the examples in this section were one-dimensional, and
the question arises how these methods perform for the multi-dimensional case. These meth-
ods include parameter set reduction, kernel density estimation, and sample generation, as
will be discussed next.
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Figure 5.14: Histogram of 10 000 simulation sets, with Nℓ ∈ [2519,2810]each, using Algo-
rithm 5.5.

5.4.2 Extension to the multi-dimensional problem

In practice, the controller validation problem is always affected by a multi-dimensional
parameter set. The validation objective is to identify the cleared parameter setQ• and the
non-cleared parameter setQ• in a probabilistic sense. Therefore, we check whether the
performance measure is satisfied (ρk < γk) with a probabilityp, within a given accuracyǫ
and with a given confidence level 1− δ.

Consider again the ACC control problem. In the previous section the acceleration
a1 was considered the only disturbance. However, in practice the probabilityp depends
also on the initial distancexr(0) and velocities of both vehiclesv1(0), v2(0) at the mo-
ment of first detection by the sensor. Consider for instance acut-in situation at close dis-
tancexr, which is more dangerous than a vehicle cutting in at larger distance (with equal
v1(0), a1(0), andv2(0)). The performance measureρ thus depends on the parameter vector
q =
[

xr(0) v1(0) a1(0) v2(0)
]T

that specifies the single-lane scenario, as was defined in
Chapter 2. In order to provide a benchmark for the AIS algorithm, let us first give the results
for this multi-dimensional problem using the simple sampling algorithm.

Example 5.7 Simple sampling for a multi-dimensional parameter set. Consider
the single-lane ACC problem, where a Boolean safety measureρcoll is used that in-
dicates the occurrence of a collision (ρcoll = 1) or no collision (ρcoll = 0). A scalar
threshold with a constant value is used:γk = 1. Suppose that we would like to know the
probability that a driver must intervene to prevent a collision.

The ACC model perturbed by the multi-dimensional setQ is validated using Algorithm
5.1. If the desired parameters for accuracy and confidence are againǫ = 0.01 andδ =
0.01, the one-sided Chernoff bound (5.16) givesN = 23026. Since the results cannot be
visually displayed for more than two dimensions, Figure 5.15 shows the positives and
negatives as a function of the initial distancexr(0) and initial relative velocityvr(0) =
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Figure 5.15: Safety measureρcoll as a function of the initial scenario conditions xr(0)
and vr(0) = v1(0)− v2(0).

v1(0) − v2(0). The dependence on the other parameter variables is illustrated by the
overlap between the mapping ofQ• andQ• onto the two-dimensional range – range
rate diagram.

There is a total of 2717 collision occurrences (ρcoll = 1) out ofN = 23026. This means
that p̂N = 0.118 withǫ = 0.01 andδ = 0.01. Although a collision becomes more likely
with lower values forxr(0) andvr(0), as illustrated in Figure 5.15, a distinctive boundary
betweenQ• andQ• cannot be drawn in the two-dimensional representation, dueto the
joint effect of absolute vehicle speed and target vehicle acceleration.

Example 5.7 has shown that a huge number of samples is required for a multivariate
problem. Although grid-based searches have their disadvantages in terms of sample com-
plexity, a rough grid can already give gooda priori information in a first sequence. In the
first sequence with sample complexityNSS,1 it is therefore recommended to use a grid-based
sampling strategy or Latin hypercube, in order to get a representative overview of the pa-
rameter setQ, characterized by the uniform PDFξQ,1. The results of this first sequence can
then be used to form an importance sampling PDFξQ,2 using kernel density estimation for
the second sequence.

Example 5.8 Adaptive importance sampling for the multivariate case.This exam-
ple illustrates the use of an initial gridding sequence, where we use a grid consisting of
all combinations of the following four parameters:xr(0)∈ {10,50,90,130} m, v1(0)∈
{10,20,30,40} m/s,a1(0)∈ {−3,−2,−1,0,1,2} m/s2, andv2(0)∈ {10,20,30,40} m/s.
This results in a grid sizeNGS = 384.

For visualization purposes, Figure 5.16 shows the results in the two-dimensional range
– range rate diagram. Again the same conclusions can be drawnas for Figure 5.15.
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Figure 5.16: Scatter plot with the occurrence of collision events in the parameter set
Q, consisting of a grid with equidistant points. The effect ofmultivariate parame-
ter combinations is taken into account by varying shades of grey: light gray points
indicate that no collision occurs for anyq j , whereas the dots become darker with
increasing collision risk.

But now a more complete picture is obtained for the whole parameter set. It appears
that there is structure in the parameter set that can be used to reduce the volume of
Q (for both cleared and non-cleared subsets): The collision probability increases with
lower values forxr(0) andvr(0). Obviously, certain subsets can be excluded from the
evaluation. For instance, subsets with positive relative velocity (vr(0)> 0) and positive
acceleration (a1(0)> 0) will neverresult in a collision, so these subsets can be cleared
a priori asQ•

0 and can be excluded from the further validation.

Furthermore, the grid search results enable the construction of an importance sampling
PDFξQ through multivariate kernel density estimation. SinceQ has dimension 4, it is
not possible to visualize the results for the entire volume of Q. The results in Figure
5.17 therefore depict the resulting importance sampling PDF ξQ as a function ofxr(0)
andv1(0) for several operating points ofv2(0) anda1(0). As can be expected, it can
be seen that collisions are more likely for scenarios with a shorter initial distance to the
targetxr(0), lower target velocityv1(0), lower target decelerationa1(0), and higher host
velocityv2(0).

In the second sequence of the AIS algorithm, samples are generated from the multivari-
ate kernel density estimateξQ. The result is that relatively more samples are generated
in areas that are deemedimportant, where ‘importance’ is currently defined in terms
of the occurrence of a collision. For continuous performance functions,ξQ can be
weighted according to the value ofρk, i.e., proportional to|ρk(q)fQ(q)|. Figure 5.18
shows the samples generated fromξQ. Indeed, the samples lie in areas with shorter
distancexr(0), lower relative velocityvr(0), and lower decelerationsa1,0. These type of
figures enable to identify the volume of the subsetsQ• andQ• (e.g., characterized by
convex hulls) and pinpoint problem areas inQ.
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Figure 5.17: Importance sampling PDFsξQ as a function of xr(0) and v1(0) for several
operating points of a1(0) and v2(0).
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Figure 5.18: Scatter plots with the occurrence of collisions (black dots) and no collisions
(grey dots) for the first AIS sequence of the parameter setQ, using a two-dimensional rep-
resentation for all parameter combinations.
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5.4.3 Convergence of the AIS algorithm

The purpose of AIS is to reduce the variance of the Monte Carloestimate or conversely,
to reduce the sufficient sample complexityN to obtain a desired accuracyǫ and confidence
1− δ. However, due to the increased complexity of the simulation, it is not possible to
performM = 10000 sets of simulations, like in the examples of the previous section. So we
cannot analyze the efficiency by checking the empiricalǫ̂ and δ̂. Instead, the potential for
variance reduction is demonstrated by investigating the convergence of the AIS algorithm.

Example 5.9 Convergence of the AIS algorithm.To verify whether this is the case,
the convergence of the estimatep can be checked for consecutive samples of the AIS
algorithm. Figure 5.19 therefore shows the convergence of the cumulative estimatêpNj

with the cumulative sample complexityNj ∈ [1, . . . , N], calculated as

p̂Nj =
1
Nj

Nj
∑

j=1

J(ϕj )fQ(ϕj )

ξQ(ϕj )
. (5.43)

The comparison with simple sampling is also shown, which illustrates that the choice of
a representative importance sampling PDF speeds up the convergence. The figure also
illustrates that with each sequence convergence is reachedearlier, because the impor-
tance sampling PDFξQ gets closer to theoptimal importance sampling PDF.

From Figure 5.19 can be seen that the AIS approach needsN = 332 samples to get
within an accuracy ofǫ < 0.01; and the simple sampling approach needsN = 1015
samples. This means that the importance sampling PDF introduces an efficiency gain of
1015/332≈ 3 in thenecessarysample complexity. For this example it is known from
a reference simulation set with highN that the realp is equal to 0.112 with very small
ǫ andδ. The total estimate for the probability of clearance 1− p for the other sampling
methods are shown in Table 5.2, where we have selected equal sample sizes for a fair
comparison. From this table follows that, compared to the Chernoff boundN−

Ch = 23026
for simple sampling, AIS needs only 4·384 = 1536 samples. This means an efficiency
improvement of thesufficientsample complexity by a factor 23026/1536 = 15.

Similar to Algorithm 5.3, it is also possible to use AIS for control validation problems,
in case a relative accuracy is desired, as formulated in Algorithm 5.6. The application of
this algorithm will be demonstrated with case studies, where the use of a relative accuracy is
more appropriate (due to the low value ofp in practice). However, these practical case stud-
ies also involve more realistic validation problems. It is therefore important to investigate
the use of the testing tools PreScan, VeHIL, and test drives for application in these random-
ized algorithms. In the next section we will therefore present a methodological framework
that integrates the validation methods with the testing tools that support them.

Table 5.2: EstimateŝpNj for various sampling methods.
Sampling method p̂Nj Cumulativep̂Nj Nj

Realp 0.112
Simple sampling 0.094 384
Grid search 0.045 384
AIS sequence 1 0.123 0.123 384
AIS sequence 2 0.106 0.114 384
AIS sequence 3 0.103 0.111 384
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Figure 5.19: Convergence of the cumulative estimatep̂Nj with the number of samples Nj

for simple sampling, grid search, and AIS. The real value with the accuracy interval of
ǫ =±0.01 is also indicated.

5.5 A methodology using PreScan, VeHIL, and test drives

In the previous sections new algorithms for efficient validation of the performance and de-
pendability of ADASs have been presented. These algorithmswill be most useful for faster
than real-time simulations, because of the large sample complexity (althoughN can be re-
duced to ‘only’ several thousands). However, the validity of the corresponding simulation
results depends on the reliability of the simulation model and the underlying PDFs, from
which the samples are drawn. It is therefore essential to validate these simulation results
and the validity of the simulation model itself. Because of the model-based relation between
PreScan simulations and VeHIL experiments that was presented in Chapter 4, the VeHIL
laboratory will be an appropriate tool for this validation phase. Simultaneously, the model
validation in VeHIL allows to improve the results of PreScansimulations. Consequently,
the accuracy and confidence of the estimated performance anddependability measures can
be improved in an iterative approach. Vice versa, the simulation phase can be used to pro-
vide a suitable test schedule for VeHIL. Unfortunately, thesample complexity based on the
AIS algorithm is often still too large for testing in VeHIL. It should therefore be investigated
how the number of VeHIL experiments can be further reduced.

The goal of this section is therefore to integrate the above mentioned activities in a
methodological framework for ADAS control system design and validationusing PreScan
simulations, VeHIL experiments, and test drives. The phases that can be distinguished in
this methodology are summarized in Algorithm 5.7. Each of the phases in Algorithm 5.7, in-
cluding the tools that are used and the corresponding results, will be briefly described below.
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Algorithm 5.6 Sequential estimation with AIS for a relative accuracy
Given a desiredǫr,δ ∈ (0,1), a performance measureρ, a thresholdγ ≥ 0, and
the true PDFfQ forQ, this randomized algorithm returns with a probability of at
least 1− δ an estimatêpNAIS for p, such thatp− p̂N ≤ pǫr.

1. DrawNSS,1 = 2
p̂0ǫ

2
r,1

ln 1
δ1

iid samplesq j , whereδ1 = δ/κ, ǫr,1 = κǫr with the

factorκ and thea priori estimatep̂0 suitably chosen.

2. Return the empirical probabilitŷpNSS,1 =
1

NSS,1

NSS,1
∑

j=1

J
(

q j
)

.

The realp is less than or equal tôpbin,1 = p̂NSS,1(1− ǫr,1) with confidence
1− δ1.

3. Determine the sample complexityNbin,2 that is associated witĥpbin,1,
δ2 = δ − δ1, andǫr,2 = ǫr, using (5.18) evaluated at

z− =
(p̂bin,1 − p̂bin,1ǫr,2)Nbin,2 − p̂bin,1Nbin,2

√

Nbin,2p̂bin,1(1− p̂bin,1)
.

4. Estimate the importance sampling PDFξQ,2, based on the kernel density
estimate (5.39) of the samplesq•

j , for whichρk(q j )≥ γk.

5. Estimate the importance sampling reduction factorλ̂IS = σ̃2
IS

σ̂2
SS

, with σ̃2
IS from

(5.33) and̂σ2
SS from (5.31).

6. IF Nbin,2≤ NSS,1

Return the empirical probabilitŷpN = p̂NSS,1.
ELSE

DrawNIS,2 = λ̂IS

(

Nbin,2 − NSS,1
)

new samples from the importance
sampling PDFξQ,2.
Return the empirical probability

p̂NAIS =
1

NSS,1 + NIS,2





NSS,1
∑

j=1

J
(

q j
)

+
NIS,2
∑

j=1

J(ϕj )fQ(ϕj )

ξQ,2(ϕj )





with a relative accuracyǫr and confidence level (1−δ1)(1−δ2)≥ 1−δ.

The relations between these phases in the methodology are illustrated in Figure 5.20, al-
though it should be noted that in practice the development process does not strictly follow
all phases in this sequence. Also, this diagram is set up specifically from the viewpoint
of system validation, whereas the traditional ‘V’-diagramof Figure 4.1 provides a more
general view of the entire development process.

5.5.1 Definition of validation objectives

The first phase in the validation process is to define the validation objectives. As defined
in Problem 5.4, the general validation problem is to estimate the probabilityp for insuffi-
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Algorithm 5.7 Methodological framework for design and validation of
advanced driver assistance systems

1. Definition of validation objectives.

2. Definition of the parameter set.

3. System design.

4. Generation of a simulation model of the system.

5. System construction, integration, and verification.

6. Sensitivity analysis of the performance measure.

7. Preliminary validation with adaptive importance sampling.

8. Improvement of the validation results with VeHIL.

9. Evaluation of the system benefit with test drives.

cient system performance onQ, such that the cleared parameter setQ• and the non-cleared
parameter setQ• can be defined in probabilistic terms. In the previous sections efficient
sampling methods have been investigated to estimatep. In this section, we will extend this
to the investigation of the cleared and non-cleared subsetsofQ, and the definition of a cor-
responding test schedule. An unambiguous measure of clearance is provided by defining
the requirements in terms of one or more performance measuresρk:

• Stability,e.g., individual vehicle stability, string stability.

• Performance,e.g., tracking error, time-to-collision.

• Comfort,e.g., acceleration, naturalistic control performance, warning timeliness.

• Dependability,e.g., false alarm rate, missed alarm rate, fault tolerance.

For each measure a corresponding criterionγk must be defined to assess whether the system
is cleared,i.e., ρk(q j )< γk(q j ), for a particularq j ∈ Q, as summarized in Table 2.3.

The probability of clearance for all possible parameter combinations can only be found
up to a desired level of accuracy and confidence. Suitable values forǫ (or ǫr in case of a
relative accuracy) and confidence 1− δ must therefore be defined.

5.5.2 Definition of the parameter set

The next phase is to identify the parameter setQ, which consists of:

• Scenario parameters,e.g., scenario configuration, inter-vehicle motion.

• Driver interaction,e.g., car-following behavior, warning responsiveness.

• Disturbances,e.g., sensor measurement noise, and weather and ambient conditions.

• Modeling errors,e.g., parametric uncertainty and unmodeled dynamics.

• Failure modes,e.g., faults in sensors, actuators, or controller hardware.
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Figure 5.20: Schematic representation of the methodological framework for validation,
which extends the traditional ‘V’-diagram from the viewpoint of system validation.

The underlying distribution ofQ in terms of a multivariate PDFfQ must be found from
experimental data, as was presented in Sections 2.4 and 2.5.Obviously, this PDF would
result in relatively few positive samples, see Step 0 in Figure 5.21(a). FMECA can be used
to identify the critical failure modes. Furthermore, scenario and accident analysis can help
to identify the most relevant scenarios. This reduction of the parameter set (also illustrated
in Figure 5.21(a)) is used to speed up the subsequent processof simulation and testing.

5.5.3 System design

After the definition of the system requirements and parameter set, the design phase covers
the definition of system specifications and the design of the system architecture, followed
by detailed module design. Design issues are not further discussed here, although some
elements of ADAS design will be treated in the case studies. Nevertheless, the design phase
strongly depends on the generation of a simulation model that is used for specification
development and controller synthesis. Furthermore, this simulation model is useful for
preliminary validation purposes, as discussed next.
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5.5.4 Generation of a simulation model of the system

For clearance of the ADAS, it must be demonstrated that the performanceρ meets the
criteriaγ for all traffic scenarios and system variations. This means that the assessment must
be performed not only for the nominal model but also for all possible parameter deviations,
operating conditions, and failure modes. Some of these variations are known, whereas
others are uncertain and known only within certain bounds. In this modeling phase, the
bounded uncertainty setD ⊂ Q is defined with minimum and maximum values for each
uncertainty∆i in the uncertainty vector∆ ∈D, representing model uncertainty, unmodeled
dynamics, and parametric uncertainty.

Although a reliable model is obviously required for retrieving useful validation results,
the model should not be overly complex. This requires a trade-off between simulation speed
and transparency versus complexity and reliability. Obviously, system elements that affect
the relation between system inputs and outputs should be modeled. For example, in case of
an ACC system, it makes sense to include engine and brake system dynamics, but steering
dynamics could be neglected. A PreScan simulation model canthen be developed that
incorporates suitable models for the vehicle, the sensor, and a microscopic traffic scenario.

The effect of model uncertainty on performance and dependability varies with ADAS
type, control system, and sensor systems. Before the actualvalidation is started, the relative
importance of the different uncertainties on the validation results should be investigated
in a sensitivity analysis. Parameters with minor effects can thus be excluded from further
assessment in order to reduce the amount of required calculations.

For each∆i a mean, minimum, and maximum value is considered in the D-optimal
design, see Figure 5.21(b). When the analysis of variance shows that an uncertainty∆i has
no effect on the performanceρk, the setD can be reduced by neglecting this uncertainty.
The number of runs for the D-optimal design is given by Step 1 of Algorithm 5.6.

5.5.5 System construction, integration, and verification

After implementation and verification of the individual hardware and software modules, the
complete system is assembled from its components. This system integration phase is carried
out in parallel to the validation phases, as the integrationof the system progresses.

5.5.6 Sensitivity analysis of the performance measure

Since the results of the validation process are subject to the validity of the models used,
model validation is an important element of the methodological framework. Because of
the model-based design framework, validation of PreScan simulation models can be done
straightforward by executing the same test schedule in the VeHIL laboratory, based on the
D-optimal design, as illustrated in Figure 5.21(c). From this initial test program, preliminary
conclusions can be drawn on the validity of the simulation models and the importance of
specific test vectorsq j . If a major discrepancy occurs between the simulation modeland the
VeHIL test, the simulation model should be adapted and rerununtil the simulation output
matches the VeHIL test results. This comparison between VeHIL and PreScan simulation,
as well as the test analysis itself, is made in terms of the performance measuresρk.

In addition, these preliminary VeHIL results allow model reduction, which speeds up
simulation time. Furthermore, from the response surfacesρ̂(q) generated by the D-optimal
design, and subsequent sensitivity analysis, the subsetsQ•

0 andQ•
0, for which the outcome
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(cleared or non-cleared) isa priori known, can be neglected for the remaining phases of the
validation.

5.5.7 Preliminary validation with adaptive importance sampling

When a reduced parameter set and a validated simulation model have been identified, a
simulation study is used to provide a preliminary clearanceofQ. The results of the simula-
tion phase are estimated measures for the performance and dependability of the ADAS with
respect to the criteria defined.

This simulation study is carried out through adaptive importance sampling, using Algo-
rithm 5.6. The importance sampling PDF for the AIS simulation strategy is formed by the
response surfacêρ(q) that is constructed from the results of the sensitivity analysis of the
previous phase. The AIS simulation strategy allows a representative set of samplesq ∈ Q
to be investigated, the controller behaviorρ(q) to be analyzed, and important areas of the
parameter set to be identified.

Since the performance of Algorithm 5.6 depends heavily on the reliability of the models
and the PDFs used in the simulation phase, the robustness of the probability estimatêpN to
model uncertainty∆ should be considered. The experimental relation betweenρk andQ
from the simulations is then bounded, such that

ρk,AIS(q,∆−)≤ ρk(q)≤ ρk,AIS(q,∆+) for all q ∈ Q and all∆ ∈D. (5.44)

This bounded estimate for the performance has been illustrated for the two-dimensional
case in Figure 5.21(d). Correspondingly, the AIS estimatep̂N has an upper and lower bound,
depending on the value of the uncertainty:p̂AIS,∆− < p̂AIS < p̂AIS,∆+ . This means that the real
boundaryρ = γ is expected to lie within the subsetQ◦ ⊂Q that is bounded byρAIS(q,∆−

1) =
γ andρAIS(q,∆+

1) = γ. Based on these preliminary findings, a test schedule for VeHIL
experiments and test drives with the real ADAS-equipped vehicle can be drawn up.

5.5.8 Improvement of the validation results with VeHIL tests

After the randomized validation using AIS, VeHIL tests should be performed to validate the
simulation results, and provide an estimated probabilityp̂ with higher accuracy and confi-
dence than is possible with simulations. The most relevant scenarios have to be identified,
using thresholds for the performance criteria. This relates to the area between the curves
ρAIS(q,∆−

1) = γ andρAIS(q,∆+
1) = γ of Figure 5.21(d). We therefore select a limited number

of parameter combinationsq j to be reproduced in the VeHIL facility, as illustrated by the
corresponding shaded area in Figure 5.21(e).

In VeHIL parameter variations, disturbances and failure modes are introduced very ac-
curately. The model uncertainty is reduced, because of the replacement of the vehicle and
sensor model by real hardware. The boundary betweenQ• andQ• and the effect of dis-
turbances on this boundary can therefore be investigated more precisely. Furthermore, an
estimatep̂VeHIL can be achieved that is more reliable thanp̂AIS:

p̂VeHIL =
1

NAIS





N•
AIS
∑

j=1

J(ϕ•
AIS, j )fQ(ϕ•

AIS, j )

ξQ, AIS(ϕ•
AIS, j )



+
1

NVeHIL





NVeHIL
∑

j=1

J(ϕVeHIL, j )fQ(ϕVeHIL, j )

ξQ,VeHIL(ϕVeHIL, j )



, (5.45)



140 5 A methodological framework for probabilistic validation of ADASs

xr

xr

xr xr

xr

xr

vr

vr

vr vr

vr

vr

xr,max

vr,maxvr,min

0

0

0

0

0 0

0 0

0

0

0

0

Q•
0Q◦

Qinfeas

ρDOE(q,∆+
1) = γ

ρDOE(q,∆−
1) = γ

ρDOE(q,∆0
1,∆

0
2) = γ

ρDOE(q,∆+
2) = γ

ρDOE(q,∆−
2) = γ

ρVeHIL(q,∆+
1) = γ

ρVeHIL(q,∆−
1) = γ

ρVeHIL(q,∆0
1,∆

0
2) = γ

ρAIS(q,∆+
1) = γ

ρAIS(q,∆−
1) = γ

ρAIS(q,∆0
1,∆

0
2) = γ

(a) Step 0. Simple sampling result with
positive (•) and negative (•) samples

Step 2. Parameter set reduction.
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Figure 5.21: Illustration of several steps of the methodological framework of Algorithm 5.7
using the two-dimensional range – range rate diagram.
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whereϕ
•
AIS, j are theN•

AIS samples of Step 7 from Algorithm 5.7, for which the indicator
functionJ is always positive, that is:ρAIS(ϕj ) > γ for all ∆ ∈D. The estimatêpVeHIL and
the estimated volume of the non-cleared setQ̂• may indicate necessary improvements in
the system design regarding fine-tuning of the controller parameters.

5.5.9 Evaluation of the system benefit with test drives

Finally, an important issue is to investigate whether the results of VeHIL experiments and
PreScan simulations are representative of the ‘real’ performance. Test drives are therefore
always the final link in the system validation phase. They arealso used to investigate the
validity of the VeHIL and PreScan results. Similarly to the definition of the VeHIL test
schedule from the simulation results, we can define a test drive program from the VeHIL
results. This validation phase is done by executing the samegrid as used in Steps 4 and 6 to
validate the simulation model and representativeness of VeHIL. Furthermore, a selection of
test vectorsq j can be chosen from the setQVeHIL, to be further investigated on the test track,
as indicated in Figure 5.21(f). Unfortunately, some tests will be too difficult or dangerous to
perform on a test track,e.g., tests with short initial distancexr(0), indicated by the symbol
“◦” in Figure 5.21(f).

5.6 Summary

We have presented a methodological framework for probabilistic validation of advanced
driver assistance systems (ADASs), based on a new randomized algorithm for adaptive im-
portance sampling. This probabilistic approach cannotprovethat the system has adequate
performance and dependability. However, when we accept a (small) risk of failure, this
probabilistic approachis able to obtain an efficient estimate of the performance and de-
pendability of the system. Especially compared to conventional grid-based validation and
Monte Carlo simulation, our approach is significantly more efficient in terms of the number
of experiments that is sufficient to obtain a desired level ofaccuracy and confidence. In
contrast to traditionalµ-analysis methods, performance measures can include time-domain
and Boolean criteria, instead of only frequency-domain criteria, which makes it more useful
for practical application to ADASs.

The level of confidence in the estimatep̂ depends on many factors. First, the sufficient
sample complexityN is an important prerequisite for proper validation. It has been reduced
in a sequential approach by reformulation of the validationproblem, such that a more strict
bound onN is obtained. In addition, the definition of the parameter setQ and its PDFfQ that
are used for the validation process play an important role, as the simulations are sampled
from this distribution. The use of a randomized algorithm for adaptive importance sampling
allows to use a more efficient representation ofQ. The validation of the PreScan simulation
results with VeHIL experiments allows to reduce this model uncertainty and improve the
estimatep̂ in an iterative approach.

Another important element of the methodology is thata priori information on the system
behavior can be included in the test schedule, such that the most relevant subsets in the
parameter set are investigated. Especially design of experiments theory can be efficiently
used to investigate the sensitivity of the performance measure to particular parameters or
combinations thereof. Critical parameter combinations are then subsequently emphasized
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Table 5.3: Application of elements of the methodological framework to the case studies.
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in the validation process.
A major advantage of the methodology is that the sufficient sample complexity for PreS-

can simulations and VeHIL experiments can be predicteda priori. This allows to allocate
the appropriate time and resources that are required for thevalidation of a control system.
This is an improvement over the trial-and-error methods that are currently used in practice,
and for which the required time and resources can only be approximated beforehand, based
on engineering judgement. The sample complexity is based onthe adaptive importance
sampling reduction factor that is calculated using a prediction of the number of positive
samples that are representative of the importance samplingPDF ξQ. This method consid-
erably reduces thesufficientsampling complexity, almost to the minimum possible number
(i.e., thenecessarysample complexity). The only excess conservatism in the sample com-
plexity is caused by a suboptimal choice for the factorκ, which reflects the ratio between
the sample complexities in the subsequent steps of the AIS algorithm.

In summary, the purpose of PreScan is to provide a preliminary validation of the ADAS
using the AIS algorithm. The role of VeHIL is to validate the simulation model, as well as
refine the simulation results to a more reliable value. Finally, test drives are used to confirm
the PreScan and VeHIL results, and for obtaining practical knowledge ofQ andfQ.

The methodology has been illustrated with a simple case study, involving an ACC-
equipped vehicle following a target vehicle. Depending on the validation objective, this
case study has shown a more than tenfold increase in efficiency compared to conventional
methods. It is expected that the relative efficiency increases with a higher dimension of the
parameter setQ. This will be demonstrated in the next chapters, where the methodology
will be applied to practical case studies, involving a driver warning system (Chapter 6), a
cooperative adaptive cruise control system (Chapter 7), and a pre-crash system (Chapter 8).
Although it was not possible within the framework of this thesis to apply all tools and all
phases of the methodology to each of these case studies, eachphase and tool is applied to
at least one of the cases. Table 5.3 gives a preliminary outlook on the development phases
of these case studies and the tools that are applied.



Chapter 6

Case study: Validation of a driver
information and warning system

This chapter is the first of three that demonstrate the application of the validation method-
ology that was developed in the previous chapter. The subject in the present case study is a
novel driver information and warning system for safe speed and safe distance (SASPENCE).
This system communicates the appropriate velocity and inter-vehicle distance to the driver
in potentially dangerous situations. This case study investigates the steps of Algorithm 5.7
that are indicated as dark grey blocks in Figure 6.1. Section6.1 introduces the functional
requirements and operating conditions of the SASPENCE system, as well as the implemen-
tation of the system in a demonstrator vehicle. Sections 6.2and 6.3 define the validation
objectives, evaluation criteria, and parameter set for this case study. Subsequently, Sections
6.4 and 6.5 present the simulation model and the validation results of the randomized sim-
ulation study. From this study, critical scenarios are chosen to be replayed in VeHIL, as
demonstrated in Section 6.6. The preliminary results of subjective driving tests are briefly
reviewed in Section 6.7. Finally, Section 6.8 summarizes the results of this chapter.

6.1 A system for safe speed and safe distance

Many traffic accidents in the EU are caused by inappropriate vehicle speed or inter-vehicle
distance. It has been estimated that excessive speed accounts for one-third of all road ac-
cidents, and contributes to around 1200 fatalities and over100 000 injuries on European
roads every year [222]. In addition, another 15 % of all road accidents are rear-end colli-
sions, which is usually caused by drivers keeping insufficient distance [129].

6.1.1 Functional requirements

One of the initiatives to improve traffic safety by intelligent vehicle systems is the Integrated
Project PReVENT (Preventive and Active Safety Applications), co-funded by the European
Commission under the Sixth Framework Programme [105]. The goal of the PReVENT sub-
project SASPENCE is the development and evaluation of a ‘Safe Speed and Safe Distance’
application that supports the driver in avoiding potentially dangerous situations and that im-
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ρ1 Minimum time-to-collisiontTTC
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ρ4 Timelinessetime
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q Parameter set
q1 Initial host velocityv2(0)
q2 Initial target velocityv1(0)
q3 Initial distancexr(0)
q4 Driver model parametersamax, treac

q5 SASPENCE systemon or off

Figure 6.1: Steps in the methodology that are investigated for the SASPENCE case study.

proves driver comfort [196]. The SASPENCE system should cooperate unobtrusively with
the driver by suggesting a safe speed and safe distance to keep, relative to the vehicle in
front [234]. In addition, the system gives a speed advice, taking into account speed limits,
road infrastructure, and weather conditions.

6.1.2 Relevant scenarios for driver warning

Since speeding and tailgating are widespread traffic hazards, the SASPENCE system con-
siders a wide range of traffic scenarios and operating conditions, as listed in Table 6.1. Some
of these scenarios are illustrated in Figure 6.2. The table also indicates the corresponding
system response in terms of the warning levelw. Warning level 0 means that no warning
is given, level 1 is an information mode, level 2 a mild warning, and level 3 an emergency
warning.

Since the safety potential that is expected from a system capable to appropriately warn
the driver in case of excessive speed and small headway looksvery promising [235], it is of
paramount importance to accelerate the deployment of such an ADAS. In order to have a
system ready for the short-term market, the SASPENCE project aims to develop a low-cost
system by combining ADAS components that are already available in modern passenger
cars (such as components for ACC, lane departure warning, and satellite navigation). The
corresponding system architecture based on existing hardware components is therefore pre-
sented next.

6.1.3 System architecture and prototype description

The SASPENCE system is installed in a Fiat Stilo Multiwagon that serves as one of the
two demonstrator vehicles for this project. In the system architecture of Figure 6.3 sev-
eral modules can be distinguished. The sensor array of the SASPENCE system consists of
a long-range ACC radar for obstacle detection, mounted on the front of the vehicle. Lane
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Table 6.1: Traffic scenarios and operating conditions for the SASPENCE system.
No.a Scenario description Warning levelw

1 Host vehicle breaks speed limit 1
2 Critical weather conditions present (e.g., fog, heavy rain, snow) 1
3 Obstacle appears ahead, but not on the host path 0
4 Obstacle appears ahead on the host path, without being dangerous 0
5 Obstacle appears ahead and could become dangerous 2
6 Obstacle appears ahead and is dangerous 3
7 On-coming vehicles approaching (on one-way rural road) 1
8 Host vehicle approaches hazardous infrastructure too fast 1

(e.g., sharp bend, traffic light, or pedestrian crossing)
aSee Figure 6.2 for an illustration of these scenarios (except scenario 7).

SASPENCE vehicle
80 ❄

❄❄

➀ ➁

➂ ➃

➄

➅

➇

Figure 6.2: Overview of scenarios for the SASPENCE system.

recognition by video image processing is used to distinguish potentially dangerous obstacles
from objects in adjacent lanes and on the side of the road. In addition, vehicle-to-vehicle
communication (VVC) enhances the selection of relevant targets. Differential GPS (DGPS)
combined with digital map navigation is used for global state estimation and for provid-
ing information on speed limits and relevant infrastructure [6]. Several human-machine
interface (HMI) channels are available to provide information and warnings to the driver: a
haptic accelerator pedal (trough force feedback and pedal vibration), a visual warning dis-
play, seat belt vibration, and audio signals. In-vehicle networking between the sensor array,
the signal processing modules, and the HMI is primarily provided by a dedicated CAN bus.

6.1.4 Sensor fusion and scenario assessment

Sensor data is fused at multiple levels to provide an enhanced view of the environment. Sen-
sor fusion of DGPS and vehicle state sensors based on extended Kalman filtering, similar
to the system presented in Chapter 3, provides an estimate ofthe host vehicle’s global state
Gx. A precise estimation of the road course ahead is created by fusion of navigational map
points and lane detection information [261]. All detected vehicles are projected into the
estimated road geometry to determine their relative positions to the host vehicle and their
predicted paths [63].

The output of the sensor fusion and path prediction modules is then used to compute an
optimal reference maneuver by solving the optimization problem

J =
1
S

S
∫

0

f
(

x(s),u(s)
)

ds, (6.1)



146 6 Case study: Validation of a driver information and warning system

Vehicle-to-vehicle
communication

Long-range radar

Lane detection
camera

Digital map

DGPS

Vehicle state
sensors

Sensor fusion for
obstacle

state estimation

Sensor fusion for
road geometry

estimation

Sensor fusion for
host vehicle

state estimation

Reference
maneuver
calculation

Warning
and

inter-
vention

strategies

Obstacle
path prediction

Host vehicle
path prediction

Visual warning
display

Audio warning
signals

Haptic
accelerator pedal

Vibrating
seat belt

Sensor array Sensor fusion and scenario assessment HMI

Figure 6.3: System architecture of the SASPENCE system.

subject to a given set of inequality constraints (used to impose trajectory constraints) and
equality constraints (includes the vehicle model withx(s) the vehicle state vector). The
functionalJ has to be minimized over the planning distance interval [0, S] by finding the
control functionsu(s) (steering, throttle, and brake input). The penalty functionf (x(s),u(s))
is used to define the driving style. In addition, the penalty function can be considered a risk
performance measure, where the integral is a measure for therisk level of the maneuver.
Apart from these safety considerations, requirements for user acceptance and mobility are
included in the penalty function. This allows the SASPENCE system to compute an appro-
priate speed and safe distance to the preceding vehicle, as well as to consider speed limits
and weather conditions.

The optimal reference maneuver is then compared to the predicted path of the host vehi-
cle. In case the difference crosses a threshold, the system intervenes by giving information
and/or warnings to the driver. The warning and interventionmodule computes the appro-
priate warning type and warning level, and directs this to the available HMI channels. For
more information on the calculation of the reference maneuver for the SASPENCE sys-
tem, we refer to the work by Biralet al. [17]. In the remainder of this chapter we focus
on the validation of the system’s capability for giving appropriate and reliable warnings in
response to potentially dangerous obstacles ahead.

6.2 Definition of the validation objectives

The first step in the validation process is to define suitable evaluation criteriaρ from the
system requirements, with emphasis on measures that relateto an appropriate interaction
with the driver. The dependability is assessed through the missed alarm rate

p̂FN =
1
∑

Tj

N
∑

j=1

J̄FN, j (ϕj )Tj fQ(ϕj )

ξQ(ϕj )
, (6.2)
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whereϕ1, . . . ,ϕj , . . . ,ϕN are N randomized samples fromQ with importance sampling
PDFξQ, as discussed in Chapter 5. The indicator functionJ̄ for the sample-based missed
alarm rate for scenarioj with time durationTj , defined byϕj , is given as (see also Figure
2.7):

J̄FN, j (ϕj ) =
1
Tj

Tj
∫

0

JFN, j (t)dt, (6.3)

where for each samplek

JFN, j (k) =

{

1 if wj (k) = 0 andwref, j (k) = 1,
0 else.

(6.4)

For each individual scenarioj, this performance measure is calculated by comparison of the
output of the SASPENCE systemwj with a reference systemwref, j , which gives information
on the warning level and when itshouldbe given from the perspective of an average attentive
driver. This reference warning is based on empirical data from the CAMP project [132],
that indicates the most appropriate warning time and warning level of a forward collision
warning system for a representative set of drivers. This database has been summarized in
the algorithm of (2.5), which is repeated here as:

aref =

{

0.685a1 − 0.086(v1 + a2treac) − 1.617 if tstop,1 ≤ treac,

0.685a1 − 0.086(vr + artreac) − 0.833 if tstop,1 > treac.
(6.5)

A warning is issued whenaref falls below the thresholds discussed in [132].
Similarly, the false alarm rate is defined by replacing (6.4)with

JFP,i(t) =

{

1 if wi(t) = 1 andwref,i (t) = 0,
0 else.

(6.6)

The associated probabilities can then be estimated according to the methodology of Chapter
5, considering the underlying probability functionfQ and the importance PDFξQ for the
individual scenarios. Furthermore, the timeliness of a scenario j indicates to what extent
the warning is given too soon or too late:

etime, j = twarn, j − tref, j (6.7)

with twarn, j the first sample for whichwj = 1 andtref, j the first sample for whichwref, j = 1.
The impact of the system on traffic safety and driver comfort is validated by comparing

a scenario where a driver is assisted by the SASPENCE system to the same scenario where
the SASPENCE system is not operational. The safety is measured in terms of the minimum
time-to-collision (TTC) during the scenario:

min
t∈[0,T]

tTTC,i(t), (6.8)

and the comfort in terms of the RMS value of the longitudinal acceleration:
∥

∥along,i (t)
∥

∥

pow. (6.9)

With respect to the dependability of the system, we require amaximum false alarm rate
pFP in the order of 1·10−4, and a maximum missed alarm ratepFN in the order of 1·10−3.
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Table 6.2: Values for the Gipps parameters amax and treac, as well as the reaction time to
unexpected events tunexp.

Driver Without SASPENCE With SASPENCE
Conservative Intermediate AggressiveConservative Intermediate Aggressive

amax [m/s2] 1.17 1.55 2.05 1.17 1.55 2.05
treac [s] 0.95 0.73 0.56 1.15 0.93 0.76
tunexp [s] 1.61 1.28 0.95 0.99 0.73 0.47

Furthermore, we require that the combination of the correctalarm ratepCP and the true
positive ratepTP in the generalized reliability measureprel is at least 0.99. These values are
chosen in accordance with the state-of-the-art values discussed on page 31.

The objective of this case study is to validate the comfort, performance, and dependabil-
ity of the warning functions of the SASPENCE system against the system requirements. The
system must conform to the requirements for a representative set of traffic scenarios, operat-
ing conditions, and driver characteristics. Let us furtherassume a desired relative accuracy
ǫr = 0.1 of the validation results and an associated confidence level 1 − δ with δ = 0.01.

6.3 Definition of the parameter set

The value of the performance measuresρk(q j ) for a particular traffic scenarioj obviously
depends on the perturbationsq j imposed by that scenario. Based on the system specifica-
tions [6], a parameter setQ is defined, composed of traffic scenarios, operating conditions,
sensor characteristics, and driver characteristics.

For the traffic scenario parameters we use the microscopic traffic model of Chapter 2.
The measurement noise of the environment sensors is taken from the system specifications
[234]. The driver is modeled for conventional car-following behavior after the Gipps model
(2.36). Table 6.2 gives values for the Gipps parameters for three different driver types:
conservative, intermediate, and aggressive drivers. The maximum acceleration levelamax

for these three driver types is calculated for the 5 %, 50 %, and 95 % value of the cumulative
distribution function that corresponds to (2.44), respectively. Similarly, the reaction time
treac that these driver take into account during car-following are given by (2.47). Note that
that this value represents the parameter that is used in the Gipps car-following model and
relates to the reaction time that the driver anticipates (and subsequently to the headway that
the driver applies). It isnot equivalent to the reaction timetunexp to unexpectedevents, such
as a suddenly appearing target vehicle, which is obtained from [56].

6.4 Software-in-the-loop simulation in PreScan

The simulation model is developed in PreScan and consists ofthe SASPENCE-equipped
host vehicle, a target vehicle and a radar model. The sensor fusion, scenario assessment,
and HMI modules of the SASPENCE system are emulated by the actual real-time code in a
software-in-the-loop (SIL) simulation. In addition, the driver model is implemented in the
SASPENCE vehicle in order to provide a desired car-following behavior, whereas the target
vehicle executes a simple longitudinal velocity profile. The simulation model is set up in
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the PreScan environment in such a way that it can be called from MATLAB automatically
in a randomized fashion. For this purpose, the adaptive importance sampling Algorithm 5.5
has been implemented in a MATLAB routine that communicates with PreScan.

In this case study it is assumed that the vehicle model, driver model, and sensor model
are correct, and the model validation of Step 6 in Algorithm 5.7 is not carried out. Instead,
this case study focusses on Steps 7 and 8 of the methodological framework, where we
assume thata priori knowledge on the parameter setQ is available. First,Q is reduced by
neglecting all situations for whichvr(0)> 0, since these will never result in a warning from
the SASPENCE system. Secondly, in this chapter we consider only approach scenarios
with two scenario parameters:xr(0) andvr(0). This restriction onQ is introduced in order
to facilitate validation of the simulation results with VeHIL experiments, as discussed later
on. Next, the remaining subset ofQ is sampled using the Latin hypercube method, instead
of using the original PDFfQ. Every simulation is carried out six times with the same initial
conditions: for three driver types (conservative, intermediate, and aggressive), each with the
SASPENCE system eitheronor off.

Since it was not possible in this case study to execute Steps 1to 3 of Algorithm 5.6,
we assume that the sample complexity for the adaptive importance sampling phase is in
the same order as for the other examples of the previous chapter. We therefore choose
NIS,2 = 103.

6.5 Preliminary validation with PreScan-SIL simulation

This section presents the results of the simulation study for only one traffic configura-
tion (approach scenario) and for a limited set of performance measures. Figures 6.4, 6.5,
and 6.6 illustrate the impact of the SASPENCE system on the minimum time-to-collision
tTTC, the minimum time headwayth, and the RMS value of the longitudinal acceleration
∥

∥along,i (t)
∥

∥

pow, respectively. Results are shown for different drivers (conservative, interme-
diate, and aggressive), both with and without support of theSASPENCE system. It can be
observed that the minimum TTC and minimum time headway, which are important safety
indicators in car-following situations, increase when theSASPENCE system is active. Note
that these figures only show a two-dimensional cross-section of then-dimensional param-
eter setQ. The reader is referred to [72] for results on other traffic configurations and
scenario parameters.

Another aspect in the simulation study is an assessment of the comfort in terms of the
RMS values of the acceleration. It can be seen that this performance measure is reduced, es-
pecially for the intermediate and aggressive driver, whichmeans that comfort has increased.
Considering these results, the SASPENCE system is expectedto offer a significant benefit
for traffic safety and driver comfort.

6.6 Functional validation with VeHIL tests

Obviously, in practice simulations have their limitationswith regard to the credibility of the
results. Driving simulator tests have therefore been carried out in [27], but these do not
take into account the actual hardware of the vehicle and the SASPENCE system. On the
other hand, driving tests with the demonstrator vehicles have also been performed [72], but
they are limited in their ability to test safety-critical scenarios. To provide a preliminary
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Figure 6.4: SASPENCE simulation results for the minimum TTC.
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Figure 6.5: SASPENCE simulation results for the minimum time headway.

vr(0)

x r
(0

)

Conservative / on

vr(0)

x r
(0

)

Intermediate / on

vr(0)

x r
(0

)

Aggressive / on

vr(0)

x r
(0

)

Conservative / off

vr(0)

x r
(0

)

Intermediate / off

vr(0)

x r
(0

)

Aggressive / off

-15 -10 -5 0-15 -10 -5 0-15 -10 -5 0

-15 -10 -5 0-15 -10 -5 0-15 -10 -5 0

0

200

400

0

200

400

0

200

400

0

200

400

0

200

400

0

200

400

Figure 6.6: SASPENCE simulation results for the RMS value ofthe longitudinal accelera-
tion.
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(a) (b)

Figure 6.7: VeHIL laboratory setup: (a) the SASPENCE vehicle is set up on the chassis
dyno (beneath the floor), and approaches another road user, represented by the moving
base; (b) the real-time traffic scene is projected on a display in front of the camera system
(located behind the rear-view mirror), while a preliminaryHMI display shows the output of
the SASPENCE system.

functional validation of the SASPENCE system in an early stage of its development, the
most critical scenarios that were identified with the simulation study are therefore selected
to be reproduced in the VeHIL laboratory. First we present the experimental setup for testing
the SASPENCE system [72].

6.6.1 Experimental setup

As shown in Figure 6.7(a), the Fiat demonstrator vehicle is mounted on the chassis dyno to
emulate the tire-road interaction and the moving base is used to emulate the preceding vehi-
cle. The visual input to the camera system is emulated by projecting a real-time animation
of the traffic scene in front of the camera, as shown in Figure 6.7(b). Similarly, DGPS satel-
lite navigation and vehicle-to-vehicle communication areemulated by a real-time ethernet
link from the real-time simulation environment.

Since the SASPENCE system is a driver warning system, a closed-loop configuration
requires that a driver reacts to warnings and takes appropriate action. The prototype vehicle
is therefore instrumented with a driving robot, consistingof two actuators to control the
brake and throttle pedal positions. The driving robot is linked to the driver model with the
characteristics of Table 6.2. The driver model receives real-time information on the host
absolute stateG

′
x2 and the relative target motionL2x1 from the simulation environment. The

driver model also receives the warning levelw from the SASPENCE system, such that it
can calculate a desired speedvref, which is sent to the actuator controller of the driving
robot. Hence, the experiment is aclosed-loophardware-in-the-loop simulation. The flow
of information between these components is illustrated in the schematic diagram in Figure
6.8.
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Figure 6.8: Schematic representation of the closed-loop VeHIL setup for the SASPENCE
vehicle. The inputs from the driver, camera, DGPS, and VVC are emulated from the real-
time simulation environment, whereas the relative motion for the radar sensor is emulated
by the moving base.

6.6.2 Definition of an efficient test schedule

Using the results of the simulation study, a test schedule has been developed for a rep-
resentative set of traffic scenarios. The test schedule is biased towards scenarios that are
considered more critical,i.e., with a lower value for the minimum TTC, as obtained from
the simulation study. Correspondingly, scenario parameters are selected, such as the ve-
locitiesv1(0) andv2(0), target accelerationa1, initial distancexr(0), and initial lateral offset
yr(0), as summarized in Table 6.3. Figure 6.9 shows an overviewof these parameters, where
the SASPENCE vehicle, driving at a velocityv2, approaches a slower target vehicle, driv-
ing atv1. The resulting relative motion for the moving base isvMB = vr = v1 − v2. Around
150 tests were carried out, for each of which the performancecriteria ρ were calculated.
For comparison of the VeHIL experimental results with the PreScan simulation results, the
approach scenarios (Scenario 5) were carried out bothwith andwithout the SASPENCE
system.

6.6.3 Experimental results

Figure 6.10 illustrates these VeHIL test results for a typical approach scenario with the
SASPENCE-equipped vehicle approaching a slower target vehicle. The initial velocities for
this test arevVUT(0) =v2 = 33.3 m/s andv1(0) = 22.2 m/s, and the initial distancexr(0) = 0. It
can be seen that att = 5.1 s, the time-to-collision drops belowγTTC = 6 s, which causes the
reference algorithm to give a warning signalwref. However, only att = 7.5 s the SASPENCE



6.6 Functional validation with VeHIL tests 153

Table 6.3: Test schedule with initial conditions for the SASPENCE system.

Scenario parameter Symbola Unit Min Maxb Number of tests with
SASPENCE system

on off
Scenario 3: Approach of target on adjacent lane, not relevant 19
Host vehicle velocity v2 m/s 33.3
Target vehicle velocity v1 m/s 19.4 33.3
Relative velocity vr m/s −13.9 0
Acceleration profile target vehicle a1 m/s2 −4 0
Initial distance to target xr m 50 150
Initial lateral offset yr m −3.5 3.5
Scenario 4: Cut-in of target into host lane, not dangerous 18
Host vehicle velocity v2 m/s 22.2 33.3
Target vehicle velocity v1 m/s 22.2 47.2
Relative velocity vr m/s 0 13.9
Acceleration profile target vehicle a1 m/s2 0 2
Initial distance to target xr m 10 50
Initial lateral offset yr m −3.5 3.5
Scenario 5: Approach of target on host lane, potentially dangerous 60 40
Host vehicle velocity v2 m/s 13.9 33.3
Target vehicle velocity v1 m/s 0 30.6
Relative velocity vr m/s −13.9 −2.8
Acceleration profile target vehicle a1 m/s2 0
Initial distance to target xr m 150
Initial lateral offset yr m 0
Scenario 6: Tailgating behind target vehicle, potentiallydangerous 10
Host vehicle velocity v2 m/s 13.9 33.3
Target vehicle velocity v1 m/s 13.9 33.3
Relative velocity vr m/s 0
Acceleration profile target vehicle a1 m/s2 0
Initial distance to target xr m 3 20
Initial lateral offset yr m 0

aSee Figure 6.9 for an illustration of the parameters.
bWhen no maximum value is given, only the minimum value has been tested.

Moving base

Vehicle under test
a1,v1
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vr

xr
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Figure 6.9: Overview of the scenario parameters in an approach scenario.
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Figure 6.10: VeHIL test results for an approach scenario.

system gives a warning, after which the driving robot decelerates the vehicle according to
the settings in Table 6.2. As the vehicle decelerates, the TTC rises again fromt = 9.3 s on-
wards, indicating that a collision is being averted. Correspondingly, the reference signalwref

disappears. However, the SASPENCE warning signalw remains present, and the warning
level is even increased att = 11.8 s, even though the distancexr is increasing again.

Of course, the choice of the reference model is quite arbitrary, and a more conservative
or a more sensitive algorithm might be selected. Nevertheless, the difference between the
reference warningwref and the SASPENCE warningw is used to illustrate the dependability
validation. Figure 6.11 shows the distribution of the timeliness of the warning. On average,
the SASPENCE warning is given at approximately the same timeinstance as the reference
warning, which indicates that the reference warningwref has acceptable behavior. However,
the time difference ranges between 5 s too soon and 5 s too late. This variety in warning
timeliness means that the presence or absence of a warning might be interpreted by the
driver as a false or missed alarm.

If we look again at Figure 6.10, the lack of a SASPENCE warningin the time intervalt =
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too late).

Table 6.4: Estimated reliability measures for the SASPENCEsystem, using Table 2.2.
Rate Definition Estimate
Accuracypaccuracy (NTN + NTP)/(NTN + NFP + NFN + NTP) 0.982
PrecisionpCP NTP/(NFP + NTP) 0.994
True positive ratepTP NTP/(NFN + NTP) 0.979
False negative ratepFN NFN/(NFN + NTP) 0.021
True negative ratepTN NTN/(NTN + NFP) 0.989
False positive ratepFP NFP/(NTN + NFP) 0.011

Reliability prel

√

N2
TP/(NFP + NTP)(NFN + NTP) 0.986

[5.1, 7.5] indicates a missed alarm, according to (6.4). Using (6.3)and a scenario duration
of 30 s, the missed alarm indicatorJ̄FN, j (ϕj ) for this scenario is calculated as 0.08. However,

we should also take into account the importance sampling factor
fQ(ϕj )
ξQ(ϕj )

for this scenarioj,
as well as all other tested scenarios, such that the estimatefor the missed alarm ratepFN will
be much less. Similarly, the time interval [9.3, 12.7] indicates a false alarm.

By combining all these test results and taking the importance sampling factor into ac-
count through (5.45), it is possible to obtain a representative overview of the dependabil-
ity of the SASPENCE system. The results show that the estimated missed alarm rate is
p̂FN = 0.021 and the estimated false alarm ratep̂FP = 0.011. The corresponding reliability
prel (i.e., the geometric mean of theprecisionand the true positive ratepTP) is estimated at
0.986. As summarized in Table 6.4, the reliability measuresare all in the order of 10−2.

These results show that in practice the dependability and timeliness of the SASPENCE
warning function must be improved. This could also be observed during the VeHIL tests,
where occasionally the SASPENCE system did not consider safety-critical scenarios threat-
ening. Vice versa, warnings were sometimes given, even whenthe preceding vehicle did
not pose any threat (it was far away or driving away from the vehicle under test). Because
of the inherent trade-off between false and missed alarms for a given detection accuracy, it
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Table 6.5: VeHIL test results for the minimum TTC[s] at different initial relative velocities
vr(0) [m/s] for different drivers.

Initial relative velocityvr(0) [m/s]
Driver type SASPENCE −2.8 −5.6 −8.3 −11.1 −13.9

Conservative
off * 7.35 7.22 2.89 4.76
on 20.22 13.79 9.41 6.85 4.84

Intermediate
off 11.83 7.15 5.33 3.87 1.86
on 16.00 9.77 7.21 5.18 3.87

Aggressive
off 12.17 2.01 3.40 4.18 *
on * * * 1.84 2.98

*Data not available.

Table 6.6: VeHIL test results for the RMS of the longitudinalacceleration[m/s2] at different
initial relative velocities vr(0) [m/s] for different drivers.

Initial relative velocityvr(0) [m/s]
Driver type SASPENCE −2.8 −5.6 −8.3 −11.1 −13.9

Conservative
off * 0.64 0.87 0.71 0.88
on 0.17 0.15 0.26 0.70 0.99

Intermediate
off 0.48 0.10 0.80 0.90 1.00
on 0.11 0.17 0.26 0.69 1.05

Aggressive
off 0.24 0.66 0.64 0.97 *
on * * * 0.62 1.12

*Data not available.

is not possible to simply lower or raise the obstacle detection thresholds. Instead, the path
prediction and reference maneuver algorithms should be further fine-tuned to reduce the
above-mentioned probabilistic values.

Despite the fact that the dependability of the system must beimproved, the effective-
ness of SASPENCE in terms of traffic safety and driver comfortcan still be validated for
the scenarios with a correct alarm. For this purpose the experimental results are compared
for scenarioswith andwithout the SASPENCE system, as well as for different driver types
(conservative, medium or aggressive), consideringequalinitial conditions for all six exper-
iments.

In Table 6.5, the minimum TTC that occurs during an approach scenario is displayed for
different driver types. From the table it can be concluded that the SASPENCE system has
a positive effect on the safety of conservative and medium drivers, since the minimum TTC
increases for them. Not enough consistent results for the aggressive driver were available to
validate the benefit of the system for these drivers.

The effect that the SASPENCE system has on comfort is expressed in the performance
measure

∥

∥along,i (t)
∥

∥

pow. VeHIL test results are give in Table 6.6. This table shows that
the RMS value of the acceleration generally decreases when using the SASPENCE system,
which means that the SASPENCE system also increases driver comfort.
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6.7 The role of test drives

Obviously, in the end outdoor test drives are still necessary to evaluate the system’s perfor-
mance on the road and to provide a subjective assessment of the SASPENCE system,i.e.,
Step 9 of Algorithm 5.7. However, these tests can now be focussed on specific problem
areas, since the system has already been thoroughly tested for a large number of scenar-
ios in PreScan and VeHIL. These test drives can be used to evaluate the performance and
dependability over a longer period of time. This will serve as validation of the expected
probabilistic values from the simulation study and the VeHIL test results. In addition, test
drives will be used to assign a subjective rating to the system and to test the HMI. It is a
topic of ongoing research to carry out these test drives and compare the test results with
those presented in this chapter [72].

6.8 Summary

This chapter has presented the system validation process ofa driver information and warn-
ing system for safe speed and safe distance (SASPENCE). The system architecture and the
experimental setup of the demonstrator vehicle have been described. A preliminary val-
idation of the SASPENCE system has been carried out, according to the methodological
framework that was presented in the previous chapter. Results of the VeHIL experiments
show that the warning and intervention strategies need to befine-tuned to further improve
the dependability of the system.

Based on these findings, the scenario assessment modules of the SASPENCE system
can be modified. Furthermore, ongoing research focusses on subjective evaluation of the
SASPENCE system with test drives. It is expected that, despite the preliminary development
stage of the SASPENCE system, these tests will show the benefit of the system in terms of
traffic safety and driver comfort.

The effect of driver warning systems on traffic safety must always rely on an appropriate
reaction by the driver, and much effort must therefore be placed on the design of the HMI.
Instead of providing only a warning, a next step in longitudinal driver support might be to
enforce a safe speed or safe distance,e.g., intelligent speed adaptation [30]. In general, au-
tomation of the longitudinal control of a vehicle poses several issues that must be addressed
in the design and validation of such systems. The next chapter therefore investigates a sys-
tem with an automated longitudinal control function.
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Figure 7.1: VeHIL laboratory setup: the Smart equipped withthe CACC algorithm is fol-
lowing one of the moving bases.

Figure 7.2: Test drive set up at the ATP proving ground.



Chapter 7

Case study: Validation of a
cooperative adaptive cruise
control system

In the previous chapter a new driverwarningsystem for safe speed and safe distance was
presented and validated. Despite the occurrence of false and missed alarms, the system
was shown to have a positive effect on driver comfort and traffic safety. As discussed in
Chapter 2, a longitudinal vehiclecontrolsystem, such as adaptive cruise control (ACC), has
even more potential to increase safety and comfort, although it requires a much higher level
of dependability. This chapter will therefore present the design and validation of a fault-
tolerant control system for cooperative adaptive cruise control, based on the demonstrator
vehicles and the sensor fusion strategy of Chapter 3.

Section 7.1 starts with a general approach to longitudinal vehicle control where gain
scheduling is used to reproduce human driving behavior. A string stability analysis of the
baseline ACC controller reveals several constraints on thecontrol performance. Section
7.2 then presents a new cooperative control algorithm that further improves string stabil-
ity, while increasing the tracking performance of the controller. The validation objectives
and parameter set for this system are defined in Sections 7.3 and 7.4. According to the
methodology of Chapter 5, Section 7.5 presents the results of a PreScan trend study. The
corresponding VeHIL experiments to validate these resultsand investigate the sensitivity
of the system are presented in Section 7.6. To complete the validation procedure, Section
7.7 presents results from test drives on a proving ground, which in turn are used to validate
the simulations and VeHIL experiments. Finally, Section 7.8 concludes the chapter. The
application of the methodology to this case study is summarized in Figure 7.3.

7.1 Introduction to longitudinal vehicle control

The main objective of automated longitudinal vehicle control is to provide comfortable,
thus human-like, but also attentive driving behavior, as was discussed in Chapter 2. This
is most apparent during car-following situations, where the host vehicle has to smoothly
reach the same speed as the preceding vehicle at a desired safe distance. This section will

159
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SIL VeHILHIL

PreScan
trend study

Rapid control
prototyping

Test drives

7. Preliminary
system validation

8. System
validation

3. System
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1. Validation
objectives

Scenario
analysis

2. Parameter
set definition

4. System
modeling

9. System
evaluation

6. Sensitivity
analysis

5. System construction,
integration, and verification

VeHIL
trend study

Step Description Section
1. Validation objectives 7.3
2. Parameter set definition 7.4
3. System design 7.2
4. System modeling 7.5
5. System construction 3.3.1
6. Sensitivity analysis 7.6
9. System validation 7.7
ρ Performance measures
ρ1 String stability‖H(s)‖∞
ρ2 Response timetdelay

ρ3 Tracking error
∥

∥

∥

xr(s)
xref(s)

∥

∥

∥

∞

ρ4 Robustness
∥

∥

∥

a(s)
xr,m(s)−xr(s)

∥

∥

∥

2
ρ5 Control effort‖u(t)‖pow
ρ6 Naturalistic driving

∥

∥xr, ref(t) − xr(t)
∥

∥

pow
ρ7 Fault tolerancepFT

q Parameter set
q1 Initial host velocityvi (0)
q2 Initial target velocitiesvi−1(0). . .vi−n(0)
q3 Initial time headwayth(0)
q4 Controller type: ACC or CACC
∆ Disturbances
∆1 Actuator time lagτ
f Faults
f1 GPS fault
f2 Environment sensor fault
f3 Communication fault

Figure 7.3: Steps in the methodology that are investigated for the CACC case study.

present a control algorithm for automatic car-following and investigate its string stability
characteristics.

7.1.1 Gain scheduling for longitudinal vehicle control

In the ACC control architecture two cascaded levels are often distinguished, as was illus-
trated in Figure 2.5 on page 25. The outer loop (high-level controller) consists of the cooper-
ative longitudinal controller that computes a reference accelerationaref based on the sensor
information. The inner loop (low-level controller) consists of an acceleration controller that
tracks the acceleration commandaref from the outer loop as well as possible. The advantage
of this configuration is that these two loops can be designed separately, reducing the overall
complexity of the design. Furthermore, this structure can also be well motivated from the
relation between driver and vehicle. The inner loop corresponds to the vehicle dynamics
and the outer loop corresponds to the driving behavior.

First, let us first recall the ACC algorithm presented in (2.12), where the desired accel-
erationaref is given by feedback control of the spacing errorex = xref −xr and speed tracking
errorev = vref − vr:

aref = −K2ev − K1ex, K1, K2 > 0. (7.1)

This desired accelerationaref should control bothex andvr to zero. The performance of
this basic feedback control law is shown in Figure 7.4(a) fora scenario that is composed of
a cut-in, a car-following, and an emergency braking subscenario. In this scenario a target
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vehicle 1 suddenly makes a cut-in maneuver in front of the host vehicle 2 att = 1 s. The host
then has to slow down to a car-following situation. Finally,the target makes an emergency
braking maneuver to a lower velocity att = 15 s. In car-following situations it would be
uncomfortable for the driver when automatic braking would start immediately when the
throttle is released. This undesirable behavior can be observed in Figure 7.4(a), where
braking occurs instantly after release of the throttle, both during the cut-in and during the
emergency braking maneuver.

In order to create a more comfortable car-following behavior and prevent frequent switch-
ing between control of the throttle pedal positionsth and brake pedal positionsbr, the com-
putation of the desired accelerationaref is treated separately for brake and throttle. The
acceleration to be tracked by the brake system, denoted asaref, ACC,br, is always larger than
that of the engine controlaref, ACC, th, such that it takes some time before the brakes are acti-
vated after the throttle is released. Control law (7.1) is then split into

aref, ACC, th = K2vr + K1
(

xr − xref,max
)

, (7.2)

aref, ACC,br = K2vr + K1
(

xr − xref,min
)

, (7.3)

where the desired distance for throttle and brake control equal

xref,max = thv2 + s0, (7.4)

xref,min =
(

th − th,diff
)

v2 + s0, (7.5)

with time headwayth and safety margins0. The parameterth,diff reduces the desired time
headway, effectively introducing a hysteresis between throttle and brake actuation, and mak-
ing sure that they are never applied simultaneously. Figure7.4(b) shows that the resulting
longitudinal control is more comfortable. During the cut-in maneuver the controller only
releases the throttle instead of braking, and during the emergency braking maneuver the
controller applies the brakes more smoothly.

The selection of appropriate values for the feedback gains in (7.1) has been a heavily
investigated research topic. Several authors (seee.g., [150, 272]) describe the use of an
optimal control procedure to select these gains, usually tested and fine-tuned with simula-
tion studies. However, such a controller does not reflect human driving behavior, which is
typically nonlinear and can hardly be described by an optimal control problem. Figure 7.5
demonstrates the tracking problem that occurs with constant values forK1 andK2, when the
distancexr is significantly smaller or larger than the desired distancexref. In Figure 7.5(a)
the host approaches the target from a large distance. However, because of the large dis-
tance separationex, the controller applies too much throttle, after which excessive braking
is necessary to react to the large speed tracking errorev. Conversely, Figure 7.5(b) depicts
a situation where a target vehicle makes a cut-in with equal velocity, but at a short distance.
The controller reacts to the negative spacing errorex with an abrupt deceleration, after which
the vehicle has to accelerate again to make up for the speed tracking errorev. In both cases a
mild use of the vehicle’s actuators would have been more appropriate. A fixed setting for the
feedback gainsK1 andK2 should therefore not be considered for practical implementation.
In practice, drivers look ahead and anticipate oncoming infrastructure (e.g., traffic lights)
and the behavior of other road users. In this chapter we will therefore use a gain scheduling
approach to adjustK1 andK2 by nonlinear functionsK1 = f

1
(v2,xr,xref) andK2 = f

2
(v2,xref),

similar to the approach followed by Yanakiev and Kanellakopoulos [269].
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Figure 7.4: Actuator control during cut-in, car-following, and emergency braking scenar-
ios: (a) using ACC control law (7.1); or (b) using control law(7.2)-(7.3). From top to
bottom: velocity vi ; acceleration ai ; desired and actual distance xref, xr; and actuator use
sth, sbr.
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Figure 7.5: Tracking of a target vehicle using constant values for K1 and K2: (a) with large
initial distance xr(0); (b) at a small distance xr(0).
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The gain for the distance errorK1 is made adaptive by multiplication of two parameters:

K1 = K1,vK1,x, (7.6)

whereK1,v depends on the vehicle speedv2 andK1,x depends on the distance errorex. In
stop-and-go traffic at low speed,e.g., in traffic jams, it is important to reach the desired
distance with high accuracy, whereas at cruising speed a smooth following behavior is more
important. Therefore,K1,v has a high value at low speeds and an asymptotically decreasing
value at higher speeds. As shown in Figure 7.5, in case the actual distancexr is significantly
smaller or larger than the desired distancexref, the distance error feedback gainK1,x should
be reduced to prevent too strong acceleration or deceleration. The relative velocity feedback
gainK2 has a high value for negative relative velocity (closing situations), which gradually
decreases as the relative velocity increases. The value of the coefficientsK1 andK2 (depend-
ing onv2, xr, andxref) can be designed using curvatures in the range – range rate diagram
[269]. For this study we have tuned these parameters with emphasis on adequate follow-
ing behavior. Note that the objective of this case study is not the design and fine-tuning of
the control algorithm itself, but that the controller is merely used to illustrate the validation
methodology. We therefore accept that the performance may not be perfect, and instead
focus on the ability to characterize and validate this (possibly imperfect) performance.

7.1.2 Control during transitional maneuvers

In addition to vehicle-following and speed control, the controller must perform a number
of transitional maneuvers from one subscenario to another,similar to the transitions in the
diagram of Figure 2.10 on page 39:

• Cruise control to car-following. This concerns ensuring a smooth transition from
free-flow to steady-state car-following and vice versa. Every time a new target is
detected, the desired accelerationaref is gradually blended from the old reference
aref,CC to the new reference valuearef, ACC.

• Maximum acceleration and deceleration. Since an ACC system only intends to assist
the driver during normal driving and not during emergency maneuvers, the desired
accelerationaref is limited by a lower boundaref,min, usually−3 m/s2, and an upper
boundaref,max, usually 1.5 m/s2. In casearef< aref,min, the driver is alerted by a visual
warning display to intervene and avoid a collision.

• Cut-in maneuver. As we have seen in the previous section, it is undesirable for the
vehicle to brake abruptly if another vehicle cuts-in at short distance, but with equal or
higher relative velocity. Therefore, in case the precedingvehicle is driving away from
the host vehicle (vr ≥ 0),aref, ACC,br is set to zero and the host decelerates smoothly by
only releasing the throttle.

• Curve speed control. To prevent uncomfortable cornering behavior the maximum
lateral acceleration is limited by the parameteralat,max. The corresponding maximum
longitudinal velocityvlong,max, given the vehicle’s yaw ratėψ, is then computed by:

vlong,max =

∣

∣

∣

∣

alat,max

ψ̇

∣

∣

∣

∣

. (7.7)
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• Target tracking in curves. In addition, an environment sensor is not always able to
track objects in sharp curves due to the limited azimuth angle of the sensor. The curve
radiusRcurve is estimated by

R̂curve=

∣

∣

∣

∣

vlong

ψ̇

∣

∣

∣

∣

. (7.8)

When the sensor loses a target in a curve with a radiusR̂curve< Rcurve,min, the con-
troller is set to maintain the current vehicle speedvlong, in order to prevent potentially
dangerous acceleration in the curve. This mode is disabled if the sensor detects a
target vehicle again or the corner radius becomes larger than Rcurve,min.

• Stop-and-go control. The control laws (7.2) and (7.3) are not adequate for stop-and-
go situations, since the controller’s objective is to exactly reach the desired headway.
Uncomfortable braking behavior during stop-and-go situations may occur using (7.3),
in case the host vehicle stops too early behind a stopped target vehicle. On standstill,
control law (7.2) will cause the vehicle to shortly accelerate again to correct the small
remaining distance error. Vice versa, use of (7.2) will alsocause the vehicle to ac-
celerate as soon as the vehicle in front accelerates. A transitional mode is therefore
introduced to handle these situations, using a tolerance onthe distance errorex at
standstill and a hysteresis on the response to accelerationof the preceding vehicle.

7.1.3 String stability considerations for longitudinal control

As discussed in Chapter 2, string stability is an important requirement for safety, perfor-
mance, and comfort of longitudinal control systems. Although for adaptive feedback gains
K1 andK2, a linear stability analysis is not necessarily true, it maystill be useful for many
practical cases, where the distance errors from the operating point are small [269]. Using a
similar approach as in Example 2.2 we will investigate the string stability for several types of
controllers of the form (7.1). Implementation of the linearized controller for a steady-state
condition leads to the spacing error transfer function fromei−1 to ei :

H(s) =
Ei(s)

Ei−1(s)
=

K2s+ K1

s2 + (K2 + K1th)s+ K1
. (7.9)

Analysis of the magnitudeH(jω) of this transfer function, and requiring this to be less than
1, reveals that, after simplification, we should have

(K2 + K1th)2
ω

2 +
(

K1 − ω
2
)2
> K2

2ω
2 + K2

1. (7.10)

After neglecting higher order terms, and assuming thatω > 0, this leads to the following
requirement to guarantee string stability:

K2 >
2− K1t2

h

2th
. (7.11)

This implies that the time headwayth should be large enough to guarantee string stability,
sinceK1 andK2 are limited for practical reasons. Figure 7.6 illustrates this requirement,
where plot (a) shows string-stable behavior forth = 2 s and (b) string-unstable behavior for
th = 0.5 s.
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Figure 7.6: String stability analysis for ACC control law (7.1) with (a) th = 2 s (string-
stable), and (b) th = 0.5 s(string-unstable).
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Unfortunately, in practice, the actuator dynamics of vehicle i exhibit a time lagτ in the
realization ofaref, such that

τ ȧi + ai = aref, i. (7.12)

The corresponding string stability transfer function thenbecomes:

H(s) =
K2s+ K1

τs3 + s2 + (K2 + K1th)s+ K1
. (7.13)

It can be shown [197] that the magnitudeH(jω) is always less than or equal to unity at all
frequencies if and only if:

th≥ 2τ. (7.14)

However, in practice the inherent time delay in acquiring and processing the sensor
signals decreases the string stability even further [153].Using a time lag on the realized
acceleration, as well as a time delaytdelay in the sensor processing, we will derive the transfer
function for the spacing error propagation between two vehicles. Usinge−tdelaysX(s) as the
Laplace transform for a time delayed signalx(t − tdelay), this leads to the transfer function

H(s) = 1+
−thτs3 − ths2 − t2

hK1s

thτs3 + ths2 +
(

thK2e−tdelays− thtdelayK1 + t2
hK1
)

s+ K1th
. (7.15)

Requiring|H(jω)| to be smaller than 1, leads to the necessary condition:

tdelay<
t2
hK1 + 2thK2 − 2

2thK1
. (7.16)

This means that for small values of the desired headway timeth, any time delaytdelay will
further decrease the capability of any ACC algorithm of the type (7.1) to provide string-
stable car-following behavior.

Furthermore, for large errors resulting from challenging maneuvers, a linear stability
analysis will not be valid anymore. In that case the control configuration may indeed become
string-unstable, even if the conditions (7.11), (7.14), and (7.16) are met. Since we would
like to validate the overall level of string stability, and to identify the stability boundaries in
the parameter set, an analytical solution using linear stability analysis is not possible.

7.2 Cooperative vehicle control

Although the ACC control system described in the previous section is able to provide a
satisfactory performance in common driving situations, one of the main drawbacks is that
current environment sensors have a maximum range of around 200 m, which is insufficient
to detect traffic jams or other potential danger further ahead. In addition, the controller only
reacts to the directly preceding vehicle that is sensed by the environment sensor, whereas
potential targets may be blocked by road infrastructure or other vehicles. Furthermore, the
sensor can only distinguish a maximum amount of vehicles, and often returns unreliable
signals to the controller, due to multi-path reflections, weather conditions, and sensor noise.
Moreover, safety considerations and the need for string stability imposes restrictions on the
time headway maintained by the ACC, as was shown in the previous section. Usually, the
minimum possible time headway of ACC is around 1.5 s. However, it can be shown that
ACC with such a large time headway would have a negative impact on traffic throughput
with future higher market penetration levels [247].
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7.2.1 Added value of vehicle-to-vehicle communication

ACC could therefore be greatly enhanced when the field-of-view of the sensorial platform
is extended to include information from other preceding vehicles. This can be achieved
by implementation of vehicle-to-vehicle communication (VVC), as was demonstrated in
Chapter 3. Several authors (seee.g., [87, 154]) have therefore investigated an extension of
ACC systems to cooperative adaptive cruise control (CACC) systems. In CACC systems
the inter-vehicle distance is accurately estimated using VVC and environment sensors. The
advantage of CACC, compared to ACC, is that it has an increased control bandwidth and
dependability. This improves string stability, which in turn has a positive effect on road
capacity and traffic safety.

Furthermore, CACC systems are expected to improve traffic flow and increase road
capacity, since the increased control bandwidth and stringstability allows to maintain a time
headway of only 0.5 s. However, more detailed simulations byVan Aremet al. [9] show that
the extent of this improvement depends heavily on the traffic-flow conditions of the specific
road section and the penetration level of CACC. Practical applications of CACC have only
been tested in limited demonstrator setups using two vehicles and current control algorithms
do not take into account traffic disturbances beyond the directly preceding vehicle. CACC
systems addressing multiple vehicles further ahead have not been studied in depth, due
to the high necessary penetration level of vehicles equipped with VVC. The objective of
this chapter is therefore to develop and demonstrate an experimental CACC system, which
combines the ACC function with a cooperative system that looks multiple vehicles ahead.
This system is based on the fault-tolerant estimation scheme for the host vehicle state and
the relative motion that was developed in Chapter 3. This facilitates accurate and reliable
car-following with a time headway of only 0.5 s.

7.2.2 An algorithm for cooperative adaptive cruise control

A control law for CACC can be designed similar to (7.2)-(7.3). However, the main advan-
tage of cooperative control is that more information is available, such as the acceleration of
the preceding vehicle. Using VVC, the acceleration of the preceding vehiclei − 1 (which
is difficult to estimate with only an environment sensor) canbe communicated to the host
vehiclei. With information on the accelerationai−1, as well as more reliable estimates for
the range and range rate, the ACC control law (7.2)-(7.3) canbe modified to

aref,CACC, th,i = K3ai−1 + K2vr, i + K1
(

xr, i − xref,max, i
)

, (7.17)

aref,CACC,br,i = K3ai−1 + K2vr, i + K1
(

xr, i − xref,min, i
)

, (7.18)

(7.19)

where againK1, K2, and K3 are positive adaptive feedback gainsK1 = f
1
(vi,xr, i ,xref, i),

K2 = f2(vi ,xref, i), and K3 = f3(vi,xref, i). The availability of an acceleration signal in the
feedback control law provides an opportunity to react faster to emergency braking of a pre-
ceding vehicle. In addition, the higher reliability of the signal allows to maintain a shorter
time headway to preceding vehicles, as well as a string-stable performance.

In Chapter 2 it was argued that human drivers exhibit multi-anticipative car-following
behavior with respect ton preceding vehicles, usually withn equal to 2 or 3, see (2.35).
In order to use (7.17)-(7.18) with respect to multiple preceding vehicles, we include multi-
anticipative behavior of drivers by considering the necessary decelerationaref with respect
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Figure 7.7: Configuration of four CACC-equipped vehicles ina car-following scenario.

to all n preceding vehicles, as illustrated in in Figure 7.7. The idea is that the host vehicle
i should not only keep a distancexref,i,i−1 to vehiclei − 1, but also a distancexref,i,i− j to the
other j target vehicles:

xref,i,i− j = thvi + js0 + ( j − 1)L j . (7.20)

This equation states that the desired distance to precedingvehicles is equal to the conven-
tional headwaythv2 plus a safety margins0 and vehicle lengthL j for each vehiclej further
ahead.

Correspondingly, the CACC system computes a desired accelerationaref,i− j with respect
to each preceding vehiclej, according to (7.20). The desired accelerationaref to be tracked
by the vehicle’s lower-level controller is then calculatedby taking the minimum of allaref,i− j

for all j preceding vehicles

aref = min(aref,i−1, . . . ,aref,1). (7.21)

7.2.3 Hybrid automaton for CACC

In order to combine the various controllers presented in this section, we implement them
in a hybrid automaton, as depicted in Figure 7.8. This allowsto design and fine-tune each
controller for a specific mode of operation. The switching logic is included in a supervisor,
which also includes a fault management system to detect and isolate faults, as was presented
in Chapter 3. In this way, graceful degradation of control functions in the presence of a fault
in the environment sensor can be distinguished. For example, when the communication fails
( fcomm = 1), the cooperative control algorithm (7.17)-(7.21) can degrade to a conventional
ACC using (7.2)-(7.5). Vice versa, when the environment sensor fails (flidar = 1), the system
can use the communication to obtain a pseudo-range measurement and use (7.17)-(7.21),
though with a larger time headwayth to accommodate the less accurate inter-vehicle motion
estimation.

The setpoint foraref, ACC, th andaref, ACC,br that is given by the active mode of Figure 7.8
is fed to the actuator control of the vehicle. For the deceleration control by the brakes and
the acceleration control by the throttle, an adaptive feed forward algorithm is used, based on
an approximation of the inverse vehicle dynamics, including engine, brake, and gearbox dy-
namics. In addition, feedback of the acceleration signal and a simple PI controller realize the
desired accelerationaref accurately. The supervisor switches between engine braking and
additional braking to prevent simultaneous activation of throttle and brake. Furthermore,
any additional driver input at the throttle pedal (sth > 0) or brake pedal (sbr > 0) should
always overrule the control commands generated by the control algorithms. Therefore, the
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supervisor also includes a hybrid automaton for the lower-level controller, as depicted in
Figure 7.9. This system also handles driver inputs that are given through a control lever:
The on switch activates on the CACC system and sets the current velocity as the desired
cruise control velocityvref,CC. Conversely, theoff switch disables the system. When the
system is on, thesetand resetswitches allow the driver to increase and decreasevref,CC,
respectively. When the system is in standby (due to a temporary throttle or brake overrule
condition), thesetandresetcan be used to set a new cruise control velocity or resume the
old referencevref,CC, respectively.

The integration of several controllers into a switched system creates a very complex
system. Even if all control algorithms separately provide astable behavior, stability of the
switched system cannot be guaranteed [200]. The control system therefore needs to be val-
idated not only for the separate states, but especially for the switching between those states.
Since stability of a complex hybrid system is difficult to prove in practice, string stability of
the switched system will be validated using the randomized approach of Algorithm 5.7.
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Table 7.1: Car-following scenario parameters for validation of the CACC algorithm.
Parameter Unit Distribution µ σ, ς,S Min. Max.
vr(0) m/s Normal −0.25 1.68 −10 10
λv = vref/v0 – Laplace 1.03 0.09 0.8 1.2
log(xr(0)) m 3.36 1 5
v0 m/s

Bivariate normal
29.03

[

0.37 1.18
1.18 14.37

]

20 40
amax m/s2 Log-normal 0.44 0.17 0.5 4
treac s Log-normal −0.31 0.16 0.1 3

7.3 Definition of the validation objectives

The main validation objective for CACC is to test whether thesystem provides string-stable
behavior, which is beneficial for both driver comfort and safety. In addition, fault tolerance
is validated by analyzing the extent to which the supervisoris able to provide graceful
degradation of control functions in the presence of sensor or communication faults. The
driving comfort will be evaluated by comparing the controller response to a human driver,
which is modeled according to the Gipps model (2.36) of page 30.

With respect to the dependability of the system, we require the fault tolerance of the
systempFT to be at least 0.999,i.e., the desired maximum probability for failurep is 10−3.
Since dependability is a stringent requirement, and the real probability p is most probably a
very low value, we would like to validate these measures witha maximum error of±10%,
which means that the relative accuracy is set atǫr = 0.1. Usually a 99 % confidence interval
is required, such that we set the confidence parameterδ at 0.01.

7.4 Definition of the parameter set

These validation criteria should be evaluated for a representative set of operating conditions.
Since CACC is concerned with longitudinal vehicle control,we consider single-lane traffic
with the statistical distribution and scenario parameters, as was investigated in Chapter 2.
This concerns free-flow, car-following, cut-in, cut-out, approach, separate, and lane-change
subscenarios. Table 7.1 summarizes the scenario parameters of the car-following subsce-
nario for the sensitivity analysis (Steps 4 and 6 in Algorithm 5.7).

Disturbances in terms of model uncertainty∆ are taken into account, where the relevant
uncertainties∆i are related to the vehicle mass, the temporal behavior of thedrivetrain,
and the tire dynamics. This uncertainty is grouped in the uncertainty on the actuator time
lag τ . Additional disturbances caused by measurement noise are taken into account by
adequate sensor modeling. Similarly, in Section 2.5 we haveidentified several failure modes
in the environment sensor, GPS, and VVC, which are modeled additively as complete, but
intermittent, failures.
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7.5 PreScan trend study

7.5.1 Modeling of cooperative vehicle control

The control system that was presented in Section 7.2 is designed using MATLAB /SIMULINK

with blocksets from the MATLAB toolbox CACClib, which was developed within the frame-
work of this thesis to support the design of ADAS controllers. The supervisor that was
depicted in Figures 7.8 and 7.9 is implemented using MATLAB /STATEFLOW. The CACC
algorithm uses a time headwayth = 0.5 s. The integrated model is implemented in the mod-
eling environment PreScan, which also supplies sensor models for the lidar sensor, vehicle
dynamics models from ADVANCE, and modules for simulation of GPS and VVC. The traffic
environment is animated using PreScan’s 3D visualization software.

7.5.2 Definition of a test schedule for sensitivity analysis

Following the methodology of Chapter 5, the sensitivity of the performance measures to
various combinations of scenario parameters is first assessed by performing an initial simu-
lation study, based on design of experiments theory. For this purpose a fractional factorial
design is constructed using the MATLAB Statistics toolbox, using the minimum, mean, and
maximum values from Table 7.1. A PreScan simulation is run for each of the selected
points.

7.5.3 Simulation results

The sensitivity analysis was carried out with 280 simulatedsingle-lane scenarios, by which
a preliminary analysis of the performance of the CACC algorithm can be done. Here we
restrict the discussion of the simulation results to the analysis of the effect of the disturbance
τ on the performance of the CACC algorithm. The reader is referred to [241] for more
information on the simulation setup and the simulation results. Figure 7.10(a) shows the
performance of the CACC algorithm for a car-following and slow-down maneuver of four
vehicles equipped with CACC, each with a time headway of 0.5 sand withτ = ∆

−
1 = 0.1 s.

Compared to the similar scenario of Figure 7.6(b), it can be seen that the feedback of the
acceleration signal has a positive impact on string stability. As soon as the lead vehicle
makes an emergency braking maneuver, all following vehicles react. Figure 7.10(b) shows
the same scenario withτ = ∆

0
1 = 0.5 s. It can be seen that the behavior is more or less similar.

Next, the effect of the minimum, mean, and maximum (not shownin figure) value for
this disturbances on the CACC performance can be investigated. This is often carried out
by the analysis of variance (often abbreviated as ANOVA), which reflects the statistical
significance of the sensitivity of each parameter. Based on the analysis of variance it can
be determined which scenario parameters, disturbances, and failure modes have a statis-
tically significant effect on the performance measures. More importantly, the analysis of
variance can reveal interaction between the parameters. This sensitivity analysis is the topic
of ongoing research, but considering the preliminary results it is concluded that this model
uncertainty can be neglected. Furthermore, it was shown that measurement noise and sen-
sor faults did not influence the simulation results. This suggests that the fault management
system of Chapter 3 performs adequately, although this should still be validated in practice.

Based on the sensitivity analysis, the dimension of the parameter setQ can be reduced
by leaving out parameters or parameter combinations that are not considered to be relevant.
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Figure 7.10: PreScan simulation results for the CACC control law (7.17)-(7.21) with (a)
τ = 0.1 s, and (b)τ = 0.5 s.
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Figure 7.11: Schematic representation of the closed-loop VeHIL setup for the CACC system.
The inputs from the GPS and VVC are emulated from the real-time simulation environment,
whereas the relative motion for the lidar sensor is emulatedby the moving bases.

Furthermore, irrelevant subspaces ofQ can be neglected, which further decreases the num-
ber of possible interactions between different componentsqi in the experimental design.
These preliminary results can also be used to construct a response surface that serves as the
importance sampling PDF for the first sequence of the simulation study.

7.6 Sensitivity analysis with VeHIL experiments

The experimental setup of the CACC tests in VeHIL is shown in Figure 7.1 on page 158,
where one of the Smart vehicles is mounted on the chassis dyno. The surrounding traffic
environment is emulated by the two moving bases, and can be detected by the on-board lidar
sensor. Other vehicles are only present in the simulation environment, and their stateGx is
available to the host vehicle by VVC. This communication between the host vehicle and
each of the target vehicles, as well as GPS information, is emulated by a wired connection
between the host and the traffic simulation, as schematically shown in Figure 7.11.

A suitable VeHIL schedule is defined by the relevant points inthe fractional factorial
design. The results can then be compared to those of the simulations, such that the model
uncertainty can be reduced, according to the methodology that was presented in Chapter 5.

Figure 7.12 gives an example of these VEHIL tests, where the CACC-equipped Smart
demonstrator vehicle is driving on the chassis dyno at 80 km/h. It is following three pre-
ceding vehicles, two of which are represented by moving bases and one emulated by the
multi-agent real-time simulator. Suddenly the lead vehicle makes an emergency brake ma-
neuver due to an oncoming traffic jam and slows down to 30 km/h.As can be seen from the
test results, the host vehicle follows quickly and also slows down to 30 km/h. Note that the
velocity drop from 80 km/h to 30 km/h was chosen to accommodate the maximum moving
base velocity of 50 km/h. When a stable string of vehicles hasbeen reached at 30 km/h, the
lead vehicle stops, and the test is finished.

These type of VeHIL experiments are carried out for a limitednumber of parameter
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Figure 7.12: Test results for an approach scenario in VeHIL with the CACC system.

variations to identify the sensitivity of the CACC system tovarious disturbances when using
the actual hardware. Similar to the PreScan simulations, analysis of these VeHIL tests are
the topic of ongoing research. Nevertheless, using preliminary results from these VEHIL
experiments insight in the behavior of the controller can beobtained. Subsequently, the
control feedback gains can be fine-tuned to obtain an adequate and safe following behavior.
In the next validation phase this controller is tested with test drives, as discussed next.

7.7 Test drives with the CACC system

The CACC system is tested with four vehicles on the ATP proving ground in Papenburg,
Germany. Each vehiclei is equipped with satellite navigation, VVC, and the fault-tolerant
estimation scheme of Chapter 3 to estimate its vehicle stateGxi and the relative motionLix j

of other vehiclesj 6= i. Furthermore, all vehicles were equipped with the CACC algorithm
(7.17)-(7.21), except for the manually driven lead vehicle1. A photograph of the test setup
is shown in Figure 7.2 on page 158.

The test drives are meant to confirm and improve the results from the PreScan simula-
tions and VeHIL experiments that were carried out earlier. The test schedule is therefore
defined according to the critical points in the fractional factorial design, complemented
with several other interesting scenarios that appeared to be necessary for sensitivity analy-
sis. The tests were executed on the high speed oval of the proving ground, where each test
run included approach, car-following, cut-in, cut-out, lane-change, and emergency braking
maneuvers. To validate the added value of CACC over conventional ACC, these tests were
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carried both with the ACC algorithm (7.2)-(7.5) and the CACCalgorithm (7.17)-(7.21).
For the ease of comparison with the VeHIL and PreScan results, we present the test drive

results for the car-following and emergency braking maneuver from 80 km/h to standstill.
The evaluation is based on the performance measures mentioned in Figure 7.3. Figure
7.13(a) shows the test results for an emergency brake test using the ACC control algorithm
(7.2)-(7.3) in every vehicle. The most important observation is that the ACC controller is
not string-stable. As can be seen in Figure 7.13(a), the spacing errorex between subsequent
vehicles decreases to the rear of the string, similar to the situation in Figure 7.6(b). Near the
end of maneuver, vehicle 3 even has to make a manual evasive maneuver to avoid an actual
collision. Furthermore, the deceleration levels result inuncomfortable behavior.

Similarly, the results for the same scenario with the CACC algorithm (7.21) are shown
in Figure 7.13(b). Because of the direct communication between all vehicles in the string,
the vehicles react earlier on disturbances. Subsequently,the response time for each vehicle
in the string is significantly shorter, as can be seen from theactuator control in the bottom
subplots of both figures. This results in significantly increased string stability as can be seen
from the increased spacing, similar to Figure 7.10. Similarly, the control effort in terms of
the RMS value of the actuator pedal positions is lower for theCACC algorithm than for
the ACC algorithm. Furthermore, compared to the ACC controller, the RMS value of the
acceleration has decreased, resulting in improved comfort.

During the test drives the fault-tolerant state estimationsystem proved to work adequate
with respect to the vehicle state estimation of each vehicle. The sensor fusion between
environment sensing and information from vehicle-to-vehicle communication also worked
properly, but occasionally false and missed alarms did occur, due to the preliminary set-
tings of the sensor fusion system. The required fault-tolerance of 0.999 was therefore not
obtained, but ongoing research is focussed on fine-tuning the sensor fusion system, and
subsequent improvement of the dependability.

7.8 Summary

This chapter has presented and demonstrated a cooperative adaptive cruise control (CACC)
system. This system requires state estimation of individual vehicles, combined with vehicle-
to-vehicle communication and an environment sensor. This system is able to extend the
field-of-view beyond the directly preceding vehicle and provides increased performance,
safety, and string stability with respect to conventional ACC algorithms. In addition, the
redundancy in state estimation enables fault-tolerant longitudinal control in case of sensor
faults or communication outage. The performance of this longitudinal vehicle control sys-
tem for CACC has been partly validated according to the probabilistic validation methodol-
ogy that was presented in Chapter 5. Test drives on a proving ground have confirmed that
the use of vehicle-to-vehicle communication allows significantly better performance due to
a faster response to disturbances of vehicles in front.

Ongoing research focusses on completing the validation procedure using the adaptive
importance sampling strategy for the PreScan simulations,and providing an efficient test
schedule for future VeHIL testing. Subsequently, the dependability of the control system
can be validated by investigating the false and missed alarmrates during a field-operational
test. In addition, more sophisticated cooperative controlalgorithms are under development
for enhanced string stability and more naturalistic car-following behavior.
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Figure 7.13: Test drive results for a traffic jam approach at80 km/h: (a) using the ACC
algorithm; and (b) using the CACC algorithm.





Chapter 8

Case study: Validation of a
pre-crash system

Although advanced driver assistance systems (ADASs) have the potential to improve traffic
safety significantly, as shown in the previous two chapters,not every traffic accident can be
prevented. Instead of relying onactiveandpassivesafety systems separately in case of a
crash,integrated safetysystems can contribute to a further improvement in passenger safety.
As was discussed earlier in Section 2.1.3, pre-crash systems (PCSs) are therefore developed
that use environment sensing to improve the effectiveness of passive safety restraints by
activating them before a collision occurs. A schematic representation of a PCS is given in
Figure 8.1.

The objective of this chapter is to adapt and demonstrate theADAS development process
for PCSs. Section 8.1 starts with an overview of the subsequent design and validation phases
for PCSs. The necessary modification of the vehicle hardware-in-the-loop (VeHIL) concept
to address the challenges of pre-crash testing is presentedin Section 8.2. Using an accident
study, relevant pre-crash scenarios are identified in Section 8.3. A suitable PCS to address
these scenarios is developed in Section 8.4. Section 8.5 briefly discusses the development of
a simulation model and results of model validation in VeHIL.Using input from the accident
study, appropriate VeHIL test scenarios for the validationof this PCS are defined in Section
8.6. Corresponding test results are presented in Section 8.7. In Section 8.8 the benefit
of PCSs is assessed with MADYMO simulations, which complement the methodological
framework. Finally, Section 8.9 concludes the chapter.
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Figure 8.1: Schematic representation of a pre-crash system.
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Figure 8.2: Schematic representation of the methodological framework for validation of
pre-crash systems, including the use specific tools, such asMADYMO simulations, crash
lab, and sled tests. The steps that are investigated in the PCS case study are shaded dark
grey.

8.1 Tools and methods in the design and validation of PCSs

PCSs aresafety-criticalsystems that require a high level of performance and dependability
for a wide range of (near-)collision situations. Unnecessary deployment of safety restraints
could be very dangerous for the vehicle occupants. False alarms should therefore be mini-
mized to the levels defined in Chapter 2. Unfortunately, withfield trials it may take a very
long time to encounter a representative set of scenarios andto obtain a reliable estimate of
the dependability of the system. Testing a PCS for missed alarms is equally impractical,
since an actual collision would be necessary to reproduce the operating conditions. Because
of the problems involved with testing PCSs on the road, relevant pre-crash scenarios are
often reproduced using crash tests with foam dummy vehicles[199]. However, these tests
are not repeatable and lack accurate ground truth knowledgeon the position and velocity of
the vehicles involved in the test [35]. As an alternative, crash tests can be performed in a
crash lab, but these are limited, due to the testing effort and prototype costs. Furthermore,
similar to the Euro-NCAP tests for passive safety, there is aneed for guidelines on assessing
the benefit of PCSs. The objective of this chapter is therefore to adapt the tools and methods
presented in Chapters 4 and 5 for the development of PCSs, as illustrated by Figure 8.2.

8.1.1 Definition of the validation objectives

The development process starts with the definition of user requirements, which will be used
for the validation of the final system. The main requirement for a PCS is that it provides a
benefit in terms of injury mitigation. On functional level this means a timely, accurate, and
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appropriate deployment of pre-crash safety restraints. Since PCSs are inherently safety-
critical systems, the dependability requirements are evenmore stringent than for driver
warning and longitudinal control systems. The system must exhibit robust behavior, such
that these requirements are met in a variety of operating conditions, weather conditions, and
(near-)crash scenarios. We should therefore define the parameter set.

8.1.2 Definition of the parameter set

An overview of relevant crash scenarios can be obtained by analysis of accident statistics.
Relevant scenarios take into account the severity, as well as the frequency, of the accident
scenarios. Crash parameters, such as impact speed, impact angle, and offset, vary through a
wide range. Furthermore, the pre-crash position of the driver in his seat, as well as any belt
slack, are disturbances that have an important effect on theperformance of the PCS.

8.1.3 Pre-crash system design

The first step in the design phase is to specify safety restraints that are supposed to provide
a significant benefit for the selected scenarios. Specification of optimum timing settings
of the restraint activation is crucial in this phase. However, an important disadvantage of
reversible actions, such as belt pretensioners, is the relatively long activation time of the
electric motors (as opposed to conventional pyrotechnic devices). Therefore, reversible
safety measures should be activatedbeforethe crash, based on accurate information on the
pre-crash scenario.

8.1.4 System modeling

Simulation plays an important role in the specification and design of a PCS. The software
package MADYMO (acronym for Mathematical Dynamic Models) [157] is used for effi-
cient design and optimization of the crash safety performance of vehicles. A main appli-
cation area is the development and integration of restraintsystems, such as seat belts and
airbags. In the design phase a MADYMO trend study can providean initial estimate for the
required trigger time of the belt pretensioner. These initial trigger values are then used in the
pre-crash controller that estimates the collision probability and controls the safety actions
when the probability is higher than a certain threshold.

The estimation of the collision probability places stringent requirements on the accu-
racy and the update rate of the sensorial platform. In addition, specifications for the sensor
post-processing algorithms are drawn up, regarding obstacle detection rate, obstacle classi-
fication rate, tracking accuracy, path prediction, and threat assessment capability. An im-
portant design tool for these design aspects is the simulation environment PreScan, which is
useful for optimization of the type, positioning, and specifications of pre-crash environment
sensors.

In parallel to the specification of the actuators and sensors, the basic operation of the
pre-crash decision algorithm must be defined. Its task is to activate a trigger when the
sensor monitors an object within a certain predefined range.PreScan simulations are very
useful for algorithm development, since complex and safety-critical traffic scenarios can be
simulated, with no limitations regarding the number of traffic participants, closing speed,
and vehicle dynamics. A trend study in PreScan is performed in this phase to test the
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the hig centripetal accelerationh

(3) An actual
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just prevented

Predicted target
trajectory

vMB vMB

acent

Figure 8.3: Pre-crash test sequence for a head-on collisionscenario in VeHIL.

functional performance for various conditions and investigate the effect of crash parameters
and disturbances.

8.1.5 System construction, integration, and verification

After the hardware components are selected, a first concept of the integrated system can be
designed. The performance of the individual components should be verified to check their
conformance to the specification. For example, the pre-crash decision algorithm requires
verification of the braking and steering capabilities of thevehicle in order to estimate the
crash probability. Furthermore, the environment sensor should be verified to provide an ac-
curate and reliable measurement of the relative motion between sensor and obstacle sensor
(i.e., range, range rate, relative acceleration, and azimuth angle). Finally, MADYMO sim-
ulations and sled tests can be used in an iterative process for the verification and redesign
of safety restraints. After the verification of these systemcomponents, the integrated PCS
should be verified for electromechanical and software compatibility.

8.1.6 Challenges in system validation

In an iterative process the functional performance and system benefit of the PCS must then
be validated, as illustrated in the right-hand side of Figure 8.2. A PreScan simulation study
can be performed using the adaptive importance sampling technique, from which the per-
formance and dependability of the system can be validated. In order to evaluate occupant
injury levels, the vehicle dynamics data obtained from PreScan simulations are used as input
in MADYMO simulations [138]. The technique to link these twosimulations will be inves-
tigated in Section 8.8. Similar to Steps 6 to 9 in Algorithm 5.7, the PreScan-MADYMO
simulation results should be validated with the real hardware. Obviously, it is desired to test
the system in representative, but non-destructive, operating conditions.

8.2 VeHIL testing of PCSs

To overcome the difficulties of testing an integrated PCS on atest track or in a crash lab,
VeHIL simulations provide an alternative approach. Duringthe pre-crash experiment the
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Figure 8.4: Overview of moving base trajectory and TTC during a head-on collision sce-
nario.

moving base follows a crash trajectory, such that the sensorof the vehicle under test (VUT)
recognizes it as a potential target. When the tracking algorithm estimates that a collision
is imminent and unavoidable (considering conventional vehicle dynamics), it activates pre-
crash restraints. However, an actual collision is avoided,because the moving base can
achieve a higher centripetal accelerationacent than a normal passenger car. It can therefore
make an evasive maneuver at the last moment, while still triggering activation of the PCS.
After activation of the pre-crash restraints, the moving base starts the evasive maneuver
and the test is finished. The vehicle and obstacle states at this time instant are used as initial
conditions for the MADYMO simulation study, which will be further investigated in Section
8.8. The corresponding test sequence is illustrated in Figure 8.3.

Figure 8.5: Moving base with radar sensor mounted on the frame (see arrow).
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In case the pre-crash algorithm activates an autonomous braking system, the VUT would
decelerate to reduce the crash velocity. In the VeHIL laboratory, the simulator calculates the
corresponding relative motionL2x1 and sends position commandsL2xref,1 to the moving base
in a closed-loop setup. However, for pre-crash testing anopen-looptest is usually sufficient,
since the test is finished as soon as the VUT reacts. In that case the moving base motion
is programmed to follow a pre-defined relative collision trajectory. In this way the vehicle
stateGx2,VUT (as measured by the chassis dyno) is not fed back through the simulator, such
that the motion of the moving base is unrelated to the motion of the VUT.

These safety-critical experiments can be performed with a relative velocity up to 50 km/h.
At this velocity the centripetal acceleration of 12 m/s2 allows the moving base to approach
the VUT very close and start the evasive maneuver at a time-to-collision (TTC) of only
tTTC ≈ 600 ms. Due to the time duration of the evasive maneuver itself and the delay in the
sensor post-processing, the moving base appears as a critical target within the sensor field-
of-view up totTTC≈ 200 ms. Figure 8.4 shows the position and TTC during a pre-crash test,
where the moving base just misses the VUT by 50 cm. In this way,it is possible to evaluate
a PCS in a realistic, but non-destructive way.

Alternatively, environment sensors and inertial sensors can be installed on a moving
base (see Figure 8.5) that executes a traffic scenario as if itwere a standard road vehicle,
while another moving base represents a target vehicle. Thismeans reproducing the scenario
with absolute velocities, as was shown in Figure 4.4(c) on page 82, such that a relative
velocity of up to 100 km/h can be obtained. As discussed in thenext section, this closing
velocity covers about 95 % of all collision scenarios.

8.3 Accident study and parameter set definition

To identify the relevant scenarios for PreScan simulationsand VeHIL testing, an accident
study is performed. The focus of this study is on accidents involving two vehicles, since
the PCS under consideration is designed for collisions between two vehicles. The goal
of this study is to obtain a full set of scenarios capable of both aiding the initial system
specification of a PCS, as well as facilitating a randomized simulation study on the basis of
accident statistics.

8.3.1 Categorization of relevant scenarios

The selection of relevant scenarios is based on a statistical analysis of vehicle accidents
reported in the 2000 National Automotive Sampling System (NASS) Crashworthiness Data
System (CDS) [174]. The NASS-CDS is an in-depth database of anationally representative
sample of US police reported motor vehicle accidents. The analysis is based on 43 000
accident cases collected in the years 1993–2003. Although the NASS-CDS database has
a bias towards moderate to severe accidents, the selected cases are representative of the 3
million two-vehicle accidents occurring in the US every year [173].

The NASS-CDS classifies accidents in over 100 types that indicate the accident cause,
the pre-crash motion, and the impact location. For systematic testing these accident types
are grouped into a limited set of generic scenarios, based onthe similarity of the pre-crash
motion from the sensor point of view. For example, the two scenarios ‘head-on’ collision
and ‘sideswipe angle’ are treated as one category, since thepre-crash motion is similar (the
target vehicle makes an inadvertent lane-change), but onlythe impact angle is different.
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Figure 8.6: Accident type with (a) occurrence rate; and (b) average maximum abbreviated
injury scale in the vehicle.

Categorization of the database results in eight generic scenarios plus a small number of
‘other’ and ‘unspecified’ scenarios, see Figure 8.6(a). Note the small percentage of pedes-
trian impacts, due to the fact that the NASS-CDS only considers collisions with injury to
car occupants. However, for two-vehicle crashes the figuresare representative. When only
two-vehicle crashes with an occurrence rate above 5 % are considered, the four remaining
categories are ‘rear-end with vehicle’, ‘head-on’, ‘turning-left’, and ‘crossing-scenario’, as
illustrated in Figure 8.7. These scenarios cover 72 % of all accidents reported in the NASS-
CDS and 99 % of all vehicle-to-vehicle collisions.

Since PCSs are meant to increase occupant safety, it is important to take into account
the severity of the accident type. Occupant injuries are commonly expressed in seven levels
on the abbreviated injury scale, ranging from zero (no injury) to six (certain fatality). Figure
8.6(b) shows the maximum abbreviated injury scale, averaged over all cases. It can be seen
that various accident types cause different injury levels.Except for the rear-end collisions,
the selected generic scenarios have relatively high valueson the abbreviated injury scale.

8.3.2 Crash parameters

An important factor in the severity of an accident is the impact velocity. This velocity is the
relativemotion at the time of impact, resulting from theabsolutevelocity vectorsv1 andv2

of both vehicles. Crash parameters are therefore defined from a relative point of view,i.e.,
from the point of view of the pre-crash sensor. As illustrated in Figure 8.7(d), this relative
motion can be expressed in the polar coordinate system{P} as an impact velocityvcoll

and impact angleφ. In this analysis lateral motion (sliding of the vehicle) and the impact
location (i.e., offset) are not considered.

Figure 8.8(a) shows a polar plot ofvcoll as a function ofφ for all four selected scenarios
together. The impact velocity is expressed in the 5th percentile, the 50th percentile (the
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(a) 1: Rear-end. (b) 2: Head-on. (c) 3: Turning-left. (d) 4: Crossing.

Figure 8.7: Generic impact scenarios identified from the NASS-CDS database.

median), and the 95th percentile. Collisions occur over almost 180◦, with the impact angle
divided in fractions of 10◦. In addition, Figure 8.8(b) shows the maximum level on the
abbreviated injury scale as a function ofvcoll andφ. This graph shows that the most severe
accidents happen at a smaller angle and higher velocity. This implies that head-on collisions
would especially benefit from a pre-crash sensor installed in the front of the car. Information
on vcoll andφ for the four scenarios separately is provided in Figure 8.9.For the head-on
and turning-left scenarios, results are provided for both the striking and the struck vehicle,
since in these cases both cars may benefit from a forward-looking PCS.

Further analysis of the scenarios shows that the rear-end impact scenario mostly occurs
in longitudinal direction with an average impact speed of 50km/h. On the other hand, head-
on collisions have a significantly higher impact velocity with an average value of about
100 km/h, and a wider spread in impact angle. Both Figure 8.9(b) and (c) show similar
crash parameters: a median value around 100 km/h, a 95th percentile around 200 km/h, and
a 5th percentile around 60 km/h.

In crossing scenarios (with the PCS-equipped vehicle hitting another vehicle in the side)
the impact angle varies from−70◦ to 80◦. The average impact speed is around 60 km/h. The
turning-left scenario shows different crash parameters for the two cars involved. The vehicle
that drives straight ahead is mostly hit on the left front side between 0◦ and 40◦, whereas the
vehicle turning left is generally hit on the right front side, from −90◦ to −10◦. The average
velocity difference is 80 km/h.

An overview of thesecrash parametersis given in Table 8.1. In addition, a PCS should
be able to recognize an imminent collision for a wide varietyof pre-crashscenario parame-
ters, such as curve radius, velocity profiles, and steering behavior. From this table it follows
that passenger safety is significantly improved by designing a PCS with a forward-looking
sensor installed in the front of the vehicle, although thereare systems under development
that focus on side collisions [162].
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Figure 8.8: Impact velocity vcoll [km/h] as a function of impact angleφ [◦] for all colli-
sions: (a) distribution; (b) injury severity in terms of themaximum abbreviated injury scale
(MAIS).
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(a) 1: Rear-end collisions (striking vehicle).
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(b) 2a: Head-on collisions (struck vehicle).
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(c) 2b: Head-on collisions (striking vehicle)
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(d) 3a: Turning-left (vehicle going straight)
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(e) 3b: Turning-left (vehicle turning left)
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(f) 4: Crossing (striking vehicle).

Figure 8.9: Polar plots of the distribution of vcoll [km/h] andφ [◦] for the relevant scenarios:
5th percentile, median value, and95th percentile. Note the smaller scale for vcoll for the
rear-end collision.
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Table 8.1: Overview of crash parameters.
No. Scenario type Impact speed [km/h] Angle [◦] Number of cases [–]

5th 50th 95th Min Max Absolute Weighted
1 Rear-end, striking vehicle 20 50 90 −10 10 573 684 000
2a Head-on, struck vehicle 64 104 173 −20 20 330 107 000
2b Head-on, striking vehicle 60 99 165 −20 20 315 122 000
3a Turning-left, vehicle going straight 32 69 98 0 40 694 521 000
3b Turning-left, vehicle turning 42 73 103 −90 −10 672 495 000
4 Crossing scenario, striking vehicle 36 62 90 −70 80 947 777 000

8.4 Specification and design of the PCS

The prototype system under consideration is representative of the first-generation PCSs that
have recently been offered as an option on series productionvehicles [240]. These systems
typically use an existing forward-looking radar or lidar sensor that is installed for ACC.
The particular radar used in this case study is the most recent version of the Forewarnr

Smart Cruise Control system that Delphi has had in production since 1999 [40]. The radar
converts real-world objects in front of the vehicle into radar targets and tracks those targets
over time, including information on the ranger, range ratėr, azimuth angleφ, and other
target attributes. Some relevant specifications are noted in Table 8.2. The corresponding
system configuration is shown in Figure 8.10.

As the radar tracks objects within its zone-of-coverage, real-time target data is trans-
mitted over the CAN bus to a laptop computer for data collection, threat assessment, and
display purposes. The pre-crash algorithm determines the threat level posed by each target
and decides if and when a collision is imminent. Figure 8.11 illustrates the different steps
of the operation:

1. Screen out non-closing and stationary targets that the host vehicle cannot hit.

2. Determine a set of measure ratings that reflect the probabilities for the motion of the
host and target vehicles.

Table 8.2: Specifications of the forward-looking radar system.
Parameter ACC-2 specification
Range coverage 1 to 150 m (for 10 m2 radar cross-section)
Range resolution 2 m (0.80 m range bin)
Range accuracy ± 2 m
Range rate coverage −64 to+32 m/s
Range rate accuracy ±0.5 m/s
Azimuth coverage 15◦

Azimuth accuracy ±0.3◦

Number of tracked targets 15
Acquisition time < 0.3 s
Cycle time 100 ms
Sensor size 140×70×100 mm
Operating frequency 76 GHz
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Figure 8.10: Pre-crash prototype system configuration.
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Figure 8.11: Pre-crash decision algorithm.

3. Combine the measure ratings and determine the confidence of the decision to deploy
pre-crash restraints.

4. Determine the severity, represented by the predicted impact velocity.

5. Combine the measure ratings, confidence, and severity into the final decision to de-
ploy.

In the current setup, the driver is warned below a TTC of 5 s by vibration of the seat
belt. This warning provides the driver the opportunity for collision avoidance. The system
also activates a brake assist system to help the driver reduce the crash velocity before an
impact. In addition, the vehicle is equipped with reversible pretensioning seat belt retractors
to remove slack from the seat belt, and to bring the occupantsto an optimal position in case
of an unavoidable crash [39]. This improves the effectiveness of the airbag and seat belt
restraint systems during collision. The activation time for these reversible belt retractors
is set betweentTTC = 600 ms andtTTC = 200 ms. Autonomous activation prior to that time
would be more comfortable, but also increases the probability of a false alarm in the event
that the driver of either the host or target vehicle could still avoid the collision.

8.5 Generation of a PreScan model of the PCS

In order to validate the pre-crash algorithm, the software code is simulated in PreScan,
where the rest of the vehicle, the radar sensor, and the environment are simulated. The vir-
tual sensors in PreScan are modeled in such a way that an online interaction with the virtual
world is permitted. The existing radar model from the PreScan library was adjusted to emu-
late the hardware radar [238], and sensor data processing algorithms were implemented. In
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Figure 8.12: Virtual VEHIL laboratory in PreScan.

0

0
0

0
0

10

10

20

20

20

2020

30

30

30

40

40

40

−5 5

50 50

50

100

100

150

150

200

200 250

60

80

0

2

2

6

8

r [m]

r [m]

xr [m]

yr [m]

Time [s]

(a) (b)

(c) (d)

Figure 8.13: PreScan simulation results: (a) the reflectionof the moving base; (b) The
complex demodulated incoming radio frequency signal of thevirtual radar (also known as
IQ-data, where IQ stands for in-phase and quadrature-phase, reflecting the fact that the
signal is complex with a real and imaginary part); (c) the reflection intensity in function of
range; and (d) the range in function of time (blue line represents the simulated results and
red are the experimental results).



8.6 Test schedule selection for pre-crash testing 191

Moving baseVehicle under test
Evasive

manoeuvre

v1,a1v2,a2
xr

vr

(a) Rear-end (setup 1).

v1v2

vr

(b) Head-on (setup 1).

Environment sensor

v1v2

vr

(c) Head-on, sensor on moving base (setup 2).

v1

v2

Rcurve

yr

(d) Head-on with two moving bases (setup 3).

v1v2

(e) Turning-left with two moving bases (setup 3).

v1v2
vr φ

(f) Crossing (setup 1).

Figure 8.14: VeHIL pre-crash scenarios. The transparent car body in (a) and (b) depicts
the moving base orientation.

addition, a virtual representation of the VeHIL laboratorywas created in PreScan to facili-
tate in the model validation, see Figure 8.12

Figure 8.13(a) provides a simulation result of the reflection of the moving base during
an approach scenario. The intensity of reflected signals is plotted for the different beams of
the radar as function of the ranger. Variations in intensity occur due to the fact that adjacent
beams are in a different phase of the frequency modulation. The simulated radar output is
processed using the implemented data processing algorithms as shown in plots 8.13(b) and
8.13(c).

Validation of the sensor model in PreScan is performed by comparing simulation results
with the VeHIL test results (to be discussed later on) for thesame scenario. Figure 8.13(d)
compares the resulting range estimations for a given test scenario with the actual VeHIL
data. Note that experimental data are available only for ranges below 50 m. It can be seen
that simulated data correlate quite well with experimentaldata. For further details on the
validation of the PreScan radar model, the reader is referred to the paper by Lemmenet al.
[145].

8.6 Test schedule selection for pre-crash testing

According to Step 6 of Algorithm 5.7, a limited number of critical scenarios is used in a
test schedule for VeHIL testing. Figures 8.14(a), (b), (e),and (f) successively show the
corresponding test setup in VeHIL for the selected generic pre-crash scenarios: rear-end,
head-on, turning-left, and crossing accidents. To recreate these four scenarios, the following
experimental setups are used:

1. The target vehicle (the moving base) drives towards the sensor-equipped host vehicle
(the VUT). This setup allows for the evaluation of the integrated PCS. The maximum
relative velocityvr is 50 km/h. See the head-on collision scenario in Figure 8.14(b).
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2. The moving base is equipped with the sensor, as shown in Figure 8.5, and drives
towards the VUT. Here the performance of the sensor is evaluated on a moving vehi-
cle. Again the maximumvr is 50 km/h. See the head-on collision scenario in Figure
8.14(c).

3. The sensor-equipped moving base drives towards another moving base. Both moving
bases can drive at a velocity of up to 50 km/h, resulting in a maximumvr of 100 km/h.
See the head-on collision scenario in Figure 8.14(d).

To cover the relevant scenarios and conditions identified from the accident study, a wide
range of scenario parameters should be used to test the system with a reliable outcome. The
selection process is based on the parameter setQ, defined by Table 8.1 and the sensor speci-
fications of Table 8.2. The resulting set of scenario parameters is reduced to a representative

Table 8.3: Test schedule with initial conditions for pre-crash tests.

Scenario parameter Symbola Unitb Rangec Number of tests
Min Max Deploy Non-deploy

Scenario 1: Rear-end 6 8
Host vehicle velocity v2 km/h 32.2
Target vehicle velocity v1 km/h 0
Relative velocity vr km/h −48.3 −10
Acceleration profile host vehicle a2 m/s2 −7 0
Acceleration profile target vehiclea1 m/s2 −7 0
Distance to target xr m 24 80
Lateral offset yr m −2 2
Scenario 2: Head-on 34 22
Host vehicle velocity v2 km/h 20 48.3
Target vehicle velocity v1 km/h 0 48.3
Relative velocity vr km/h −96.6 −32.2
Approach angle φ ◦ −10 10
Distance to target xr m 80 128
Lateral offset yr m −3.25 2
Curve radius Rcurve m 300 1000
Scenario 3: Turning-left 2 0
Host vehicle velocity v2 km/h 48.3
Target vehicle velocity v1 km/h 10
Relative velocity vr km/h −58.3
Distance to target xr m 138
Scenario 4: Crossing 1 2
Host vehicle velocity v2 km/h 46.8 48.2
Target vehicle velocity v1 km/h 1.8 3.9
Relative velocity vr km/h −48.7 −48.2
Approach angle φ ◦ 4.7 14
Distance to target xr m 70 80
Lateral offset yr m −14.3 −8.5
aSee Figure 8.14 for an illustration of the parameters.
bFor consistence with the accidentology database the unit for velocity is [km/h] instead of the usual SI unit [m/s].
cWhen no maximum value is given, only the minimum value has been tested.
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Table 8.4: Initial conditions for occupant position.
Posture Angle [◦]a Slack shoulder belt [mm]
Leaning forward (position 1) 15 100
Leaning forward (position 1) 15 0
Leaning forward (position 2) 30 100
Leaning forward (position 2) 30 0
aApproximate angle; see Figure 8.15 for an indication of the positions.

set of 75 tests, as shown in Table 8.3. The focus is on head-on collisions, since these are
the most critical scenarios that the PCS should handle. In addition, near-miss scenarios are
executed, in order to test the PCS for its capability to distinguish between a crash (deploy)
and a miss (non-deploy) situation. Some tests are performedtwice to check the repeatability
of the decision by the PCS. Comparison of Tables 8.1 and 8.3 shows that the test schedule
covers a wide range of the relevant conditions.

Although VeHIL testing is mainly aimed at the validation of the sensor and decision
algorithms, testing also includes the reversible belt pretensioner. Currently, no anthropo-
morphic test device is available that represents the acceleration levels imposed by the belt
pretensioner on the body realistically. Therefore, the operation of the pretensioner is eval-
uated using a crash test dummy and a human driver, as shown in Figure 8.15. This figure
also shows the VUT on the chassis dyno and the approach of the moving base. The dummy
is a TNO-10 dummy with an adjusted hip joint to exhibit realistic motion of the upper body
during belt pretensioning. It has to be noted that no detailed assessment of this device was
made. Instead, the dummy response is compared with the motion of the human driver to val-
idate its representativeness. In order to check whether thePCS is able to pull the occupants
to a position outside the airbag’s firing region before the crash (to prevent airbag-inflicted
injuries during the firing phase of the airbag), the conditions in Table 8.4 are considered.

8.7 Sensitivity analysis with VeHIL experiments

The results of the VeHIL pre-crash test schedule will first beillustrated by two examples.
Then, the performance and dependability for all tests will be discussed.

8.7.1 Head-on collision test

The analysis starts with the head-on collision scenario of Figure 8.14(b), where the host
vehicle drives withv2 = 20 km/h and the target vehiclev1 = 28.3 km/h. The resulting relative
velocity of the moving base is−48.3km/h. Figure 8.16 shows the resulting path of the
target vehicle, along with the path measured by the radar sensor. At tTTC = 596 ms the
PCS algorithm estimates that a collision cannot be avoided anymore, after which the belt
pretensioner is activated. Subsequently, the test is finished and the moving base makes an
evasive maneuver with a centripetal accelerationacent of 12 m/s2. Figure 8.16 also shows
that the radar track continues towards the VUT after the deployment. This is due to the
fact that the tracking algorithm predicts the target position for some time after it has left the
sensor field-of-view. Figure 8.17 shows successive video stills of the pre-crash test.
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Figure 8.15: Experimental setup of a pre-crash test. Clockwise: dummy position with
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Figure 8.16: Overview of the head-on collision scenario of Figure 8.14(b).

The results in Figure 8.19 also show that during the pre-crash maneuver the moving
base has a maximum errorε of 0.10 m between desired and measured position, and a re-
peatability within 0.03 m between consecutive test runs. The velocity error was verified to
be smaller than 0.1 m/s. This accuracy is within the measurement noise of any automotive
environment sensor. This ground truth data allows to check typical sensor characteristics,
such as detection range and the field-of-view. From a detailed comparison of radar measure-
ments and moving base trajectory, it was verified that the radar meets the specifications of
Table 8.2. The plot also shows the increase of the threat level during the pre-crash maneu-
ver. At t = 15.3 s the moving base is recognized as potential target. Subsequently, a warning
is issued att = 17.0 s. Because the driver does not react, the PCS deploys att = 18.4 s, when
the tTTC crosses the threshold value of 600 ms. Finally, the moving base makes an evasive
maneuver, resulting in the rapidly changing angleφ. In this way, the performance of the
decision algorithm was validated with respect to the timeliness of the driver warning and
restraint activation.
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(a) (b) (c)

Figure 8.17: Successive video stills of the head-on collision test of Figure 8.19: (a) warning
at tTTC = 2 s; (b) deployment of belt pretensioner at tTTC = 0.596 msplus start of evasive
maneuver; and (c) predicted impact at tTTC = 0 s. The moving base trajectory is similar to
that in Figure 8.4.
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Figure 8.18: Animation of the MADYMO simulation for the rear-end collision scenario at
impact (t= 0), at 50 ms, and at120 msafter the start of the collision for three different con-
figurations: (a) without pre-crash safety systems (50 km/hcrash); (b) brake assist without
pretensioning results in occupant out-of-position situation (35 km/hcrash); (c) brake assist
with pretensioner activated500 msbefore crash (35 km/hcrash).
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Figure 8.19: Test results for the head-on collision scenario of Figure 8.14(b). From top
to bottom: position error of the moving baseεx,y, range r, angleφ, range ratėr, time-to-
collision tTTC, and threat level.

8.7.2 Rear-end collision test

Figure 8.20 shows the test results for the rear-end collision scenario from Figure 8.14(a),
where the host vehicle approaches a standing target withv2 = 48.3 km/h. The resultingvr

is −48.3km/h. The driver, alerted by the PCS warning, brakes 2 s before impact, which
can be seen from the increase invr from t = 18.5s onwards. However, the decision algo-
rithm predicts that a collision cannot be avoided, since therelative velocity is too high. At
tTTC = 529 ms the PCS therefore activates the belt pretensioner. Comparison of the results
with Table 8.2 show that the radar meets its specifications with a dynamic range accuracy
of ±1.5 m and range rate accuracy of±0.5 m/s. The lidar system (which is not used in the
PCS algorithm, but available for verification purposes) hasa slightly worse dynamic per-
formance. A detailed comparison of Delphi’s lidar-based and radar-based sensor systems is
presented by Widmannet al. [262].

8.7.3 Validation of the system dependability

Similarly, tests were carried out for other scenario parameters, and for the turning-left and
crossing scenarios, corresponding to the test schedule in Table 8.3. The test results were
then used for validation of the PreScan simulation model, asdiscussed in Section 8.5. Fur-
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Figure 8.20: Test results for the rear-end collision scenario of Figure 8.14(a).

thermore, a preliminary validation of the PCS algorithm fora wide range of scenarios is
performed, and potential problem areas can be identified. The algorithm passed 65 out of
the 75 tests, but failed in 8 tests,e.g., the system did not deploy when it should have (8
missed alarms out of 43 deploy tests), or deployed when it should not have (2 false alarms
out of 32 non-deploy tests). This leads to a correct alarm rate p̂CP of 0.81. The timeliness
of the activation of the belt pretensioner is depicted in Figure 8.21, which shows that some
deployment actions occur a little late. After a set of initial experiments the tracking and
decision algorithms were therefore fine-tuned. In the final test schedule the system then
passed all tests, activating the belt pretensioner only when necessary and at an appropriate
time.

8.8 Benefit assessment of pre-crash sensing

Apart from validation of the functional performance and dependability of the system, the
safety benefit to the driver must be validated, since the mainobjective of a PCS is to mitigate
crash injuries. Analysis of video recordings verified that with tTTC between 400 and 600 ms
the belt retractor effectively positions occupants outside the airbag’s firing region before the
imminent crash, such that the driver does not hit the airbag during, but only after inflation.
In all tests the back of the occupant was in contact with or close to the seat rest upon the
calculated moment of impact, as depicted in Figure 8.17 on page 195. This was the case for
the TNO-10 dummy and the human driver in both the 15◦ and the 30◦ positions, including
those with belt slack. As such, it is expected that the belt retractor increases the occupant’s
survival space, which significantly benefits occupant safety [65, 178, 202].
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Figure 8.21: Timeliness of the activation of the belt pretensioner.

In addition, the test results indicated that with a pre-crash brake assist function applied
2 s before the collision, a reduction in crash velocity of around 15 km/h can be reached. At
50 km/h this velocity reduction corresponds to a 50 % reduction in the kinetic energy that
has to be dissipated during this particular crash scenario.The PCS can therefore obtain
an even further reduction in injury values [146]. It has to benoted that the occupants do
not experience any deceleration during this pre-crash braking, due to the static setup of the
VUT in VeHIL. In reality, this may increase the required timefor full retraction and affect
the position of the occupant. Volunteer tests that also takeinto account the variance in
occupants, would therefore be required to make a more sound assessment of the actuator
performance, since no anthropomorphic test devices are available yet. For more detailed
benefit assessment we therefore present an alternative approach.

On the basis of PreScan simulations and VeHIL experiments, relevant crash scenarios
are defined. To evaluate the effectiveness of the pre-crash restraints on passive safety, the
statesGx2,VUT of the VUT andGx1,MB of the moving base in VeHIL attTTC = 0 s are used
as input for an off-line MADYMO simulation. When simulations are performedwith and
withoutthese pre-crash restraints, the benefit of these actions with respect to occupant safety
can be evaluated. Figure 8.22 compares several standard injury criteria for the reference
rear-end crash scenario of Figure 8.14(a) at 50 km/h; a system with brake assist (where the
crash speed is reduced to 35 km/h); and a system where the brake assist is combined with
reversible belt pretensioning (as demonstrated in Figure 8.20).

Figure 8.18(a) on page 195 shows the animated results for thereference rear-end col-
lision scenario. In Figure 8.18(b), the occupant’s position is moved forward due to the
deceleration of the vehicle, resulting in a disadvantageous position relative to the airbag,
called ‘out-of-position’. At the time instance the airbag is fired, the occupant is already
too close to the steering wheel. When inflating, the airbag hits the occupant under the chin,
evoking a negative bending moment of the neck that exceeds the neck injury tolerance limit.
Serious injury would therefore be inflicted to the neck, as indicated by the FNIC criterion
in Figure 8.22.

By pretensioning the seat belt directly upon the activationof the brake assist, the forward
motion of the occupant can be reduced significantly, as indicated in Figure 8.18(c). The
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Figure 8.22: Injury criteria for a simulated rear-end collision scenario with and without
pre-crash actions.

reversible belt pretensioner causes a maximum retracted seating position that is even further
backward than the initial seating position. The occupant nolonger gets out-of-position and
the injury criteria are reduced correspondingly, as shown by the white bar in Figure 8.22.
We therefore conclude that any PCS that activates a brake assist or autonomous emergency
braking system, should also activate a belt pretensioner before the crash to prevent out-of-
position of the occupant and subsequent airbag-inflicted injuries.

8.9 Summary

This chapter has presented the use of the tools PreScan, VeHIL, and MADYMO for the de-
sign and evaluation of PCSs, and integrated their application in the methodological frame-
work that was presented earlier in Chapter 5. After the definition of the validation objectives
and the parameter set using accidentology analysis, a wide range of accident scenarios can
be simulated in PreScan and MADYMO. Subsequently, simulation results can be used to
define and perform VeHIL experiments. In VeHIL, PCSs can be accurately and efficiently
tested for critical scenarios in a non-destructive way.

This design and validation methodology has been demonstrated using a prototype PCS,
consisting of a radar system to detect an imminent collision, and motorized belt retractors
and a brake assist system to reduce the injury severity. A test schedule has been developed,
based on accident data from the NASS-CDS database. The scenarios included rear-end,
head-on, turning-left, and crossing scenarios, accounting for 99 % of all vehicle-to-vehicle
collisions.

The repeatability and accuracy of VeHIL is within the noise level of automotive sen-
sors. The moving base trajectory can therefore be regarded as ground truth, which allowed
to verify that the performance of the radar meets its specification. The performance of the
decision algorithm and activation timing was validated fora wide variety of scenario pa-
rameters, which resulted in a small amount of false and missed alarms. Furthermore, it
has been verified for all tests that activation at a time-to-collision of approximately 600 ms
enables to fully retract the driver from its leaning forwardposition to a position outside the
airbag’s firing region. The sensor data logged during VeHIL tests can be used for further
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optimization of the robustness of the obstacle detection algorithms and decision algorithm.
MADYMO simulations have been used to evaluate the effectiveness of PCSs on injury

reduction. It was shown that brake assist in combination with belt pretensioning can consid-
erable reduce the impact severity. For further evaluation of the PCS, test drives are required
to evaluate the system’s dependability in everyday traffic conditions. Furthermore, human
body simulations are necessary to further investigate the system’s effect on injury mitiga-
tion. However, the next steps in the validation (Steps 7, 8, and 9 in Algorithm 5.7) can be
performed with a much higher confidence and less risk, since considerable insight in the
system performance has already been gained with the trend studies in PreScan, MADYMO,
and VeHIL.



Chapter 9

Conclusions and
recommendations

This thesis has extended and integrated several fields of research into a methodological
framework for the design and validation of advanced driver assistance systems (ADASs).
The added value of this methodology has been demonstrated with case studies involving a
driver warning system, a cooperative adaptive cruise control system, and a pre-crash sys-
tem. The main conclusions of this research and the contributions to the state-of-the-art are
summarized in Section 9.1. A critical review of these conclusions is provided in Section 9.2,
which highlights the limitations of the methodology. Subsequently, Section 9.3 discusses
ongoing and future research activities to address these issues.

9.1 Conclusions and contributions of this thesis

This section summarizes the conclusions and contributionsin the context of the thesis ob-
jectives and research issues that were formulated in Chapter 1 and that are briefly repeated
here. First, with the increasing complexity of the system and its environment, the ADAS
must satisfy increasingly stringent performance and dependability requirements for a wide
range of operating conditions. In the second place, during the design phase of an ADAS,
fault-tolerant control methods are necessary to maintain dependable performance through-
out the parameter set, which is the combined set of scenario parameters, disturbances, and
failure modes. Furthermore, an important aspect of the validation phase is to accurately re-
produce the conditions under which the control system operates. This emphasizes the need
for new tools in the development process of ADASs. Finally, this process, and more specifi-
cally the validation phase, must be made more efficient, by covering a representative subset
of the parameter set with a minimum sufficient number of simulations and experiments.
The main result of this thesis is therefore that we have developed an efficient methodologi-
cal framework and associated tools for model-based design and validation of ADASs. This
methodology allows to provide quantitative measures for the performance and dependabil-
ity of an ADAS with higher accuracy and more confidence than ispossible with existing
methods. The main conclusions are discussed in more detail below.

201
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Definition of quantitative requirements and parameter set

The first contribution of this thesis is the development of quantitative requirements for per-
formance measures, such as stability, driver comfort, safety, and warning timeliness. Fur-
thermore, the often vague definitions for dependability requirements, such as reliability,
safety, and fault tolerance, have been defined and quantified.

A microscopic traffic model, based on field data from inter-vehicle motion, has been
constructed to provide a representative parameter set for the ADAS-equipped vehicle. In
addition, for the purpose of pre-crash system validation, existing accidentology data has
been extended to include pre-crash maneuvers. This parameter set is based on field data
obtained from the NASS-CDS database, and accounts for 99 % ofall vehicle-to-vehicle
collisions. Other elements in the parameter set, such as driver input, disturbances, and
failure modes, have been defined to support the design and validation process of ADASs.

Fault-tolerant state estimation

To maintain a fault-tolerant operation in the presence of sensor faults, Chapter 3 has pre-
sented a new method for fault-tolerant state estimation. Extended Kalman filters are used to
fuse measurements from vehicle state sensors, DGPS, environment sensors, and vehicle-to-
vehicle communication, in order to obtain reliable state estimation of the host vehicle state
and inter-vehicle motion. In addition, a generalized observer scheme has been designed
to manage faults that may occur in any of these sensors, and toprovide an analytically
redundant estimate.

Tools for model-based controller design and validation

Fortunately, faults are rare events, but this also makes it hard to validate the fault man-
agement system, which is a prerequisite for demonstrating the dependability of the ADAS.
Chapter 4 has therefore presented the unique vehicle hardware-in-the-loop (VeHIL) concept
for testing ADASs, where a real intelligent vehicle is operated in a hardware-in-the-loop en-
vironment. VeHIL resolves most of the difficulties associated with full-scale prototype tests,
while still having a high level of representativeness, due to the use of real hardware. VeHIL
experiments are performed in an accurate, repeatable, and controllable manner to create a
representative test environment. It was also demonstratedthat VeHIL has an added value in
several phases of the development process of an ADAS, such assensor verification, rapid
control prototyping, model validation, functional performance validation, fault injection,
and homologation.

The simulated components of VeHIL are based on the multi-agent simulation environ-
ment PreScan (Pre-crash Scenario analyzer). PreScan enables reliable simulation of ADASs
in a microscopic traffic simulation, using validated physical sensor models in a virtual envi-
ronment.

Due to this model-based control design process, VeHIL facilitates the transition from
simulations to outdoor test drives, which are used to evaluate the system behavior in the real
traffic environment. However, these tests can be performed with a much higher confidence
and less risk, when the ADAS has already been thoroughly tested in VeHIL. VeHIL is
thereforenot meant to replace simulations and test drives, but to form an efficient link
between them. Consequently, the number of iteration loops in the development process is
reduced, saving time and costs.
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Adaptive importance sampling for efficient validation

For further optimization of the use of PreScan and VeHIL, a methodological framework for
probabilistic validation has been developed, based on a newrandomized algorithm for adap-
tive importance sampling. This algorithm provides an upperbound on a sufficient sample
complexity to obtain guaranteed estimates for the ADAS performance and dependability,
given a desired accuracy and confidence level. This probabilistic approach cannotprove
that the system has adequate performance and dependability. However, when we accept a
(small) risk of failure, this probabilistic approachis able to obtain an efficient estimate of the
performance and dependability of the system. Especially compared to conventional grid-
based validation and Monte Carlo simulation, our approach is significantly more efficient
in terms of the number of experiments that is required to obtain a desired level of accu-
racy and confidence. Furthermore, use can be made ofa priori information on the system,
thereby emphasizing interesting samples and speeding up the validation process. Especially
the design of experiments theory can be efficiently used to investigate the sensitivity of the
performance measure to particular parameters or combinations thereof. Critical parameter
combinations are then subsequently emphasized in the validation process.

A major advantage of the methodology is that the sufficient sample complexity for PreS-
can simulations and VeHIL experiments can be predicteda priori. This allows to allocate
the appropriate time and resources that are required for thevalidation of a control system.
This is an improvement over the trial-and-error methods that are currently used in practice,
and for which the required time and resources can only be approximated beforehand, based
on engineering judgement. In addition, based on the outcomeof the simulation study, a
suitable VeHIL test schedule can be derived.

Added value of the methodology to ADAS control system development

The current automotive validation process is largely basedon trial-and-error methods, which
involves thousands of scenarios to be tested, consuming large amounts of man power, test
track capacity, and available budget. The presented methodological framework and associ-
ated tools for design and validation of ADASs can therefore support car manufacturers and
suppliers of ADASs in the following phases of the validationprocess:

• Test preparation: The scenarios to be tested can be selected in a more efficientway.

• Test execution: Each test run can be executed in a fast, accurate, flexible, and reliable
manner, due to the use of dedicated test tools.

• Test analysis: More useful test results are available, because of the higher accuracy,
availability of ground truth information, and more insightin the test operation.

This added value of the methodology has been demonstrated byapplication to three case
studies. Although none of the case studies demonstrateall steps of the methodology, every
step is illustrated by at leastoneof the cases, as shown by Table 5.3 on page 142. The use
of the methodology has allowed to improve the ADAS control system design and validate
the performance and dependability of these demonstrators.

Chapter 6 has provided the validation of a driver information and warning system for
safe speed and safe distance (SASPENCE). Results of the VeHIL experiments show that
the reference maneuver module and the warning and intervention strategies need to be fine-
tuned to further improve the dependability of the system.
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Chapter 7 has presented a control algorithm for cooperativeadaptive cruise control that
can achieve a string-stable following behavior by using environment sensing and vehicle-to-
vehicle communication. It is further shown that feedback ofthe acceleration of preceding
vehicles enhances the comfort, stability, and safety of thelongitudinal control function. Fur-
thermore, the fault management system provides the capability to achieve this performance
and dependability, even in the presence of safety-criticalfailure modes.

In Chapter 8 the methodological framework has been adapted for validation of pre-crash
systems in non-destructive and representative pre-crash scenarios. For this purpose the Ve-
HIL concept has been modified, such that a vehicle equipped with a pre-crash system can be
approached up to a time-to-collision of approximately 200 ms. MADYMO simulations and
VeHIL experiments have demonstrated the safety benefit of a pre-crash system, consisting
of both a belt pretensioner and a brake assist system.

9.2 Critical discussion of the results

The above-mentioned results are subject to several limitations, as discussed in this section.

Careful definition of performance measures

First of all, the definition of evaluation criteria is subject to discussion and depends on the
type of ADAS and the validation objectives. The definition ofdependability measures can
easily be misinterpreted, and care should be taken to selectthe appropriate criteria that
are relevant for the subsystem under consideration. Furthermore, it is still up to the val-
idation engineer to judge whether the outcome of the validation procedure is acceptable.
Although there is a limited possibility for testing againstsubjective criteria, the psycho-
logical elements of driving behavior can better be evaluated in a driving simulator or in a
field-operational test.

Limited fault tolerance in case of multiple failures

Unfortunately, fault management systems make the ADAS control system even more com-
plex, and thus more difficult to test. Furthermore, althoughthe fault tolerance has increased,
the current system is still not able to detect multiple faults. Furthermore, it remains diffi-
cult to test the system forall possible failure modes, since unexpected faults may remain
unnoticed in the development process and only appear duringoperation.

Limited suitability of the validation tools

If simulators are to be used to test critical systems then clearly our confidence in the test
results will be affected by the validity of the simulations used. This raises the issue to what
extent the simulation environment is representative and repeatable, since we can only assign
a level of dependability to a controller, when the level of dependability of the test tool is at
least as high.

The validity of the PreScan simulation results strongly depends on the model uncer-
tainty. The outcome of the adaptive importance sampling algorithm may therefore differ
from the ‘real’ outcome. By using real hardware, VeHIL testscan reduce this model un-
certainty and provide a validation of the simulation model.In an iterative approach, the



9.2 Critical discussion of the results 205

performance and dependability of the ADAS can then be estimated. However, care must
still be exercised when interpreting the simulation results, and the test engineer should al-
ways verify that the simulation results and the subsequent VeHIL test schedule make sense.

As was shown in Chapter 4, VeHIL forms a representative test environment, but there
are limitations for certain scenarios and systems:

• The VeHIL facility might disturb environment sensors, suchthat the sensor does not
receive a representative input,e.g., ‘ghost’ reflections for radar, or the absence of a
moving environment for camera vision.

• Testing the effect of certain weather conditions (snow, rain, and ice) is currently not
possible.

• Inertial motion is absent, such that accelerometers and yawrate sensors do not give a
representative signal. In addition, active braking systems will not cause a realistic de-
celeration that results in a forward displacement of the occupants, as will be relevant
for pre-crash testing.

• There is a limitation to the type of scenarios that can be tested in VeHIL. Specifically,
head-on collisions (due to high speed) and side collisions (due to limited floor space),
are difficult to emulate in VeHIL. Furthermore, VeHIL cannotbe used to test systems
in scenarios with a time-to-collision below 200 ms.

• Scenarios are currently limited to cars only, since slowly moving pedestrians cannot
be emulated by the moving bases.

Careful interpretation of validation results

Although the methodology provides a VeHIL test schedule that can be considered sufficient
from a theoretical viewpoint, in practice this selection may not be entirely appropriate.
Some VeHIL tests may be impossible to perform. On the other hand, extra tests may have
to be performed based on engineering judgement; to obtain a better insight into the system
operation; to analyze the dependance of performance criteria on the parameter set; or for
homologation and benchmarking purposes.

Although a confidence interval can be a sufficient assurance for the control designer
concerning the validation of control system performance and dependability, it can never
be proven that the estimated values for dependability will be representative of the real-
world experience. The representativeness of the probabilistic sampling approach directly
depends on the level to which the probabilistic definition ofthe underlying parameter set will
correspond to the real world. Sometimes, probabilistic information for a parameterqi ∈ Q
may be unreliable or not available at all, which limits the added value of the methodology
for that particular parameter, and possibly for the entire validation process.

In practice, the parameter set for a particular driver in a particular scenario will always
be different from the parameter set definition that is used for the sampling process. The
outcome of the simulation process must therefore never be interpreted as thereal value that
the system will achieve in practice for that particular situation. Nevertheless, provided this
limitation is taken into account, the methodology can give afairly good interpretation of
whether or not the ADAS operates appropriately for theaverageuser. Moreover, since the
most important requirements are defined in probabilistic terms (e.g., reliability, safety), a
probabilistic outcome is more suitable than a deterministic solution to the problem.
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9.3 Recommendations for future research

This section summarizes several remaining research issuesto complement the methodolog-
ical framework. In addition, this thesis has revealed some new directions for future research
that are critical for a successful market penetration of ADASs.

Carry out system validation and improvement of tools and methods

Within the scope of this project it has not been possible to apply all elements of the val-
idation methodology to a single case study. Instead, three case studies were carried out,
each of which demonstrated some of the phases in the validation process. A topic for future
research is to apply the methodological framework to the entire development cycle of an
ADAS. This experience will be useful to demonstrate the added value and implement any
necessary modifications to the methodology.

In addition, the case studies in this thesis have emphasizedthe validation process with
respect to investigation of performance measures. Comparatively little results on the volume
of the cleared and non-cleared parameter subsets have been presented. Future validation
projects should therefore investigate the ability of the methodology to estimate the volume
of these subsets under the influence of model uncertainty andother disturbances and faults.

Furthermore, we have assumed in this thesis more or less correct knowledge of the
underlying distribution of the parameter set. However, it would also be relevant to consider
the effect of uncertainty in the multivariate probability density function on the performance
measures.

The case studies in this thesis have been limited to longitudinal support systems . Exten-
sion of VeHIL with respect to the capability for steering andthe resulting lateral dynamics
should be investigated. This would allow to test ADASs for lateral assistance, such as lane
departure warning systems, and side collision warning and avoidance systems. In addition,
the capability of VeHIL should be extended to accommodate a higher relative velocity and
smaller time-to-collision for the purpose of testing pre-crash scenarios.

Increasing knowledge of driver behavior

Appropriate validation criteria must be developed for subjective requirements, such as for
testing driver warning systems. In addition, the scenario database should be extended to
multi-lane scenarios, and the corresponding probability density functions modified depend-
ing on the application, location, and driving style. It should be investigated how to link
microscopic vehicle and driver models with macroscopic traffic simulators. Furthermore,
knowledge of driver behavior is useful for tuning of future ADASs, in order to achieve a
more naturalistic driving behavior. An approach for obtaining the necessary data is to set
up a field-operational test. In this way the representativeness of the parameter set can be
increased in terms of scenario modeling and the probabilistic distribution of scenario pa-
rameters. An alternative research approach is to investigate a real-time connection between
the VeHIL laboratory and a driving simulator, which would enable to run high-fidelity dy-
namical behavioral studies.
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Robustness and fault-tolerant control for complex hybrid systems

For future safety-critical applications, or even autonomous driving, a more comprehensive
fault management system would be necessary. This system should be able to handle multiple
simultaneous faults, not only in sensors, but also in actuators and vehicle components. This
requires extra residual generation modules, but also a moresophisticated fault diagnosis.
A first step would be to implement nonlinear systems for faultdetection and fault-tolerant
control. Furthermore, the use of a nonlinear state estimation system requires to investigate
the observability and reachability for nonlinear stochastic processes.

A challenge in this respect is the complexity of future ADAS control systems, which
typically are hybrid switched systems. These controllers are connected to other embed-
ded controllers and vehicle subsystems through an in-vehicle network. The dependability
of these systems cannot be guaranteed with current methods for robust and fault-tolerant
control design. Considerable research effort is thereforerequired to develop methods that
are able to increase the dependability of these networked systems. With regard to valida-
tion of these systems, randomized algorithms will be a promising approach that needs to be
investigated.

Probabilistic design of ADAS control systems

In this thesis we have emphasized thevalidationof ADAS control systems by randomized
algorithms, whereas thedesignof the control configuration was considered a given fact. In
order to integrate the design and validation phase of futurecontrollers, probabilistic methods
for control synthesis should be investigated, where the system uncertainty is taken into
account by randomized algorithms, as demonstrated by Tempoet al. [236].

Standardization of homologation procedures

Since there is a need for homologation procedures for ADASs,a joint industry-wide effort
should be started to develop standardized procedures. An important element is a homologa-
tion procedure for pre-crash systems, complementary to existing Euro NCAP procedures.
The safety benefit assessment of pre-crash systems necessitate the development of human
body simulation models and crash test procedures. The results of this thesis provide use-
ful input to these future procedures regarding the definition of evaluation criteria and the
pre-crash scenario database.

Methods for increasing the market penetration of ADASs

Considering the huge safety potential of ADASs, a combined effort by the automotive indus-
try, governmental institutions, insurance companies, andconsumer organizations should be
set up to increase the market penetration of ADASs. Methods are tax incentives, mandatory
regulations, and increasing the familiarity of the public with these systems. An investiga-
tion into the costs and benefits of these methods should support the decision-making on
government level and among automotive manufacturers.
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Glossary

Notation and symbols

This section defines the notation conventions and the symbols that are used throughout this
thesis. Unless indicated otherwise, the notation is consistent with SI notation and with
standard notation in the fields of control engineering, vehicle dynamics, and randomized
algorithms.

Convention of notation

x Scalar
x Vector
xi i-th element of the vectorx
x j j-th realization of the vectorx
(

x j
)

i i-th element of thej-th realization of the vectorx
X Variate
Xi i-th variate
X Matrix
Xi, j Matrix element on thei-th row andj-th column
x̂ Estimated value ofx
x̃ A priori estimate ofx
x∗ Worst-case value ofx
x̄ Average value ofx
ẋ Time derivative ofx
ẍ Second time derivative ofx
x(0) Initial condition ofx
x(t) Variablex as a function of timet
x(k) Variablex at time stepk
x′ Augmented vector ofx
xT Transposed vector ofx
Gx Vectorx represented in the coordinate system{G}
q• Parameter vector with negative (cleared) outcome:J(q) = 0
q• Parameter vector with positive (non-cleared) outcome:J(q) = 1
Q Set of vectorsq ∈ Q
Q• Set of cleared vectorsq• ∈Q• ⊆Q
Q• Set of non-cleared vectorsq• ∈ Q• ⊆Q
Q◦ Set of vectorsq◦ ∈ Q◦ ⊆Q with unknown outcome
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N• Number of samples with negative (cleared) outcome:J(q) = 0
N• Number of samples with positive (non-cleared) outcome:J(q) = 1
N− Minimum number of samples for the sample complexityN
N+ Maximum number of samples for the sample complexityN
ξQ,2 Importance sampling PDF for the second sequence
NIS,2 Sample complexity for the second sequence with importance sampling
N Set of natural numbers
R Set of real numbers
f (x) Functionf of x
F(s) Laplace transform of the functionf (t)
f ∗ g Convolution of functionsf andg
|x| Absolute value of a signalx
|H(jω)| Magnitude of the transfer functionH(s)
‖x‖2 ℓ2 norm of a vector or signalx
‖x‖∞ H∞ norm of a vector or signalx
‖x(t)‖pow Weightedℓ2 norm or root mean square of a signalx(t)
f N Gaussian probability density function (PDF)f
ˆf Estimated PDF
q∼ fQ Vectorq is distributed according to the PDFfQ
q ∈ [. . . ] Vectorq is within an interval
q ∈ {. . .} Vectorq is within a set
(n

k

)

Binomial coefficient n!
k!(n−k)!

E{x} Expectation of the value ofx
Pr{x} Probability of the eventx
∂f/∂x Partial derivative of a functionf with respect to the variablex

Operators and functions

arctan2 Four-quadrant arc tangent operator
det Determinant
diag Diagonal matrix
j Imaginary constant
ln Natural logarithm (basee)
log Logarithm (base 10)
mod Modulo
std Standard deviation
var Variance
ξQ Importance sampling PDF on the setQ
fQ PDF on the setQ
g Difference function log-likelihood
h Error propagation function
J Indicator function
k Kernel function
N (µ,σ) Normal distribution with meanµ and standard deviationσ
log-N (µ,σ) Log-normal distribution with meanµ and standard deviationσ
s Log-likelihood function
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Variables

α Lateral tire slip angle rad
β Body slip angle rad
γ Threshold
∆ Uncertainty matrix
δ Confidence parameter randomized algorithm
ǫ Accuracy parameter randomized algorithm
ǫr Relative accuracy parameter randomized algorithm
ε Position accuracy m
η GPS longitude ◦

ζ GPS latitude ◦

ϑ GPS heading ◦

θ Pitch angle rad
κ Longitudinal tire slip angle rad
κ Sequential sampling optimization factor
λIS Importance sampling reduction factor
λv Gipps driver model velocity ratio
µ Mean value
ρ Performance measure
̺air Air density km/m3

σ Standard deviation
ς Scaling parameter Laplace PDF rad
τ Time lag s
φ Azimuth angle rad
ϕ Importance sampling parameter vector
ϕ Roll angle rad
υ Camber angle rad
ψ Yaw angle rad
ω Rotational wheel speed rad/s
ω Frequency rad/s
Φ Orientation vector
A System matrix
Ax Frontal area m2

A Actuator
a Acceleration m/s2

B Input matrix
b Bias
C Measurement matrix
C Constant
Cw Aerodynamic drag coefficient
c Change detection vector
D Direct feedthrough matrix
D Disturbance set
D Model uncertainty set
d Disturbance vector
E Disturbance matrix
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E Entity
e Error signal
ei Spacing error vehiclei m
ev Relative velocity error m/s
ex Spacing error m
F Fault matrix
F Fault set
F Force N
f Fault vector
froll Rolling resistance coefficient
G System
g Gravitational acceleration m/s2

H Kernel density bandwidth matrix
h Kernel density bandwidth
hi Height of COG or axlei m
In Identity matrix of dimensionn
I Moment of inertia kgm2

K Feedback gain matrix
K Feedback gain
k Time instant
L Vehicle length m
l Wheelbase m
M Generalized plant
M Number of simulation sets
Mz Self-aligning moment aroundzaxis Nm
m Mass kg
N Sample complexity
neng Engine speed rpm
n Dimension
O Observability matrix
O Object
P Error covariance matrix
P Power W
p Probability
Q Parameter set
q Parameter vector
R Transformation matrix
R Radius m
r Residual vector
r Range m
S Covariance matrix of multivariate PDF
S Distance interval of the scenario m
S Sensor
s Position vector
s Distance m
sj Actuator position of actuatorj
si Axis width of axlei m
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s0 Extra safety distance m
t Quaternion
t Time s
tdelay Time delay s
th Headway time s
treac Reaction time s
tstop Stopping time s
tTTC Time-to-collision s
tunexp Reaction time for unexpected events s
T Torque Nm
Tj Duration of scenarioj s
u Input signal
V Measurement noise covariance matrix
v Measurement noise vector
v Velocity m/s
W Process noise covariance matrix
w Process noise vector
w Warning level
x State vector
x x position m
y Output vector
y y position m
z Measurement vector
z zposition m

Subscript abbreviations

ACC Adaptive cruise control
acc Accelerometer
AIS Adaptive importance sampling
bin Binomial bound
br Brake
CACC Cooperative adaptive cruise control
CC Cruise control
cent Centripetal
Ch Chernoff bound
chas Chassis
coll Collision
comm Vehicle-to-vehicle communication
diff Difference
DOE Design of experiments
drum Chassis dynamometer drum
eng Engine
feas Feasible subset
FN False negative
FP False positive
fusion Estimate of the sensor fusion system



238 Glossary

GPS Global positioning system
grav Gravitational
GS Grid search
gyro Gyroscope
infeas Infeasible subset
IS Importance sampling
L Left
lat Lateral direction
long Longitudinal direction
m Measurement
max Maximum value
MB Moving base
min Minimum value
mult Multiplicative bound
R Right
r Relative value
ref Reference value
s Sensor
SS Simple sampling
st Steer
sw Software
th Throttle
thresh Threshold
time Timeliness
TN True negative
TP True positive
TTC Time-to-collision
v Related to the velocity
VeHIL Vehicle hardware-in-the-loop
VUT Vehicle under test
warn Warning
x Related to thex direction
y Related to they direction

Right subscripts and superscripts

N Gaussian
T Transpose
−1 Inverse
∗ Worst-case value
+ Maximum value
0 Nominal value
− Minimum value
• ‘Positive’ (non-cleared) outcome (J = 1)
• ‘Negative’ (cleared) outcome (J = 0)
◦ A priori unknown outcome
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Left subscripts and superscripts

L Local Cartesian coordinate frame of the vehicle
G Global Cartesian coordinate frame of the vehicle
G′

Global Cartesian coordinate frame of the vehicle, aligned with vehicle chassis
P Polar coordinate frame of the environment sensor
W Local Cartesian coordinate frame of the wheel

Other symbols

ADAS-equipped host vehicle
Target vehicle
Vehicle center of gravity and origin of local coordinate frame{L}
Environment sensor
Vehicle-to-vehicle communication
Brake light

• Positive sample
• Elementqi for which someq• ∈ Q are positive, but otherq• ∈ Q are negative
• Negative sample
◦ Sample with unknown outcome

Revolute (rotational) joint

Prismatic (sliding) joint
� End of definition

Coordinate systems and sign conventions

Figure 9.1 illustrates the sign conventions and coordinatesystems that are used in this thesis.
Since the number of vehicles in a scenario may vary, the ADAS-equipped host vehicle

is always designated as vehiclei, with n preceding target vehicles subsequently denoted as
vehiclesi − 1, . . . , i − n, where the orderi depends on how close the target vehicle is to the
host in longitudinal direction. In case of multiple preceding target vehicles, the front vehicle
is called the lead vehicle in a string ofn+ 1 vehicles. The usual situation with two vehicles
results in the host being designated as vehicle 2, with the preceding target (and lead) vehicle
called vehicle 1. In schematic drawings, vehicles always drive from left to right in thex
direction of the global coordinate system, unless indicated otherwise. Furthermore, the host
vehicle is always depicted as a dark grey color, whereas the target vehicles are light gray.
The vehicle velocity is depicted in thick arrows, whereas vector components are placed in
thin lines.

The global position information, such as latitudeζ [◦], longitudeη [◦], and heading
ϑ [◦] is provided by GPS in the World Geodetic System WGS84. For more convenient
use in vehicle control systems, these parameters are transformed (using (3.23)-(3.25)) to
a global coordinate frame{G}, which is a right-handed Cartesian coordinate system (x,y)
with its axesx andy aligned with the longitude and latitude directions (pointing north and
east respectively), and centered on a local datum (ζ0,η0) on the Earth. The height of the
vehicle in thez direction is not considered. The orientation of the vehicleis indicated by
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{G′}

{G}

{P}

{W}

{L}

lat

long
ψ

φ

φ

ṙ

r

r
vi−1

vi

Vehiclei − 1: target

Vehicle i: host
vlat, i−1

vlong, i−1

ẋi

x

x
x

ẏi

y

y
y

z

z z

Figure 9.1: Overview of coordinate systems used in this thesis.

the yaw angleψ. For example, the velocityvi of vehicle i is composed of the velocity
componentsGẋi andGẏi .

A more appropriate way to define vehicle velocity is by a global frame{G′} with its
origin fixed at the origin of frame{G}, but its direction vectors (denoted as ‘lat’ and ‘long’)
aligned with the central principal axes of the vehicle chassis. Note that the direction vectors
in the frame{G′} refer to thelateral andlongitudinaldirection of the vehicle, and should
not be confused with the termslatitude and longitudeas used in the WGS84 frame. For
example, the velocityvi−1 of vehiclei − 1 is composed of the longitudinal velocityG′

vlong, i−1

and the lateral velocityG
′
vlat, i−1. The frame{G′} also defines the roll motionϕ and the pitch

motionθ around the longitudinal and lateral vehicle axes, respectively. For ease of notation,
the longitudinal velocityG

′
vlong is often simply denoted asv.

The relative motion between two vehicles is measured by an environment sensor in a
polar coordinate frame{P}, usually in the form of ranger, range ratėr and azimuth angle
φ. Furthermore, an ISO vehicle-fixed local coordinate frame{Li} is defined with its origin
in the center of gravity of the vehiclei. This frame is useful for representing the relative
motion between vehiclesi andi −1 from the viewpoint of vehiclei. For example, the relative
motion between vehicles 1 and 2 from the viewpoint of vehicle2 is obtained by a coordinate
transformation, where the stateGx1 of vehicle 1 is represented in thelocal coordinate frame
{L2} of vehicle 2,i.e., L2x1. To simplify notation, the relative motionxr between vehicles
i and i − 1 is always notated from the viewpoint of the following vehicle, i.e., xr, i. For
example, the rangePr i in the polar frame{P} can be decomposed into its componentsLixr, i

andLiyr, i in frame{Li}. Since there is no ambiguity in the case of two vehicles, the relative
motion is then simply defined asxr andyr. Finally, the wheel motion and tire forces are
defined in the wheel frame{W}, with the sign convention according to ISO [177].

The transformations between these frames are performed through pre-multiplication
with a transformation matrix and multiplication of the Euler parameters:
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L2s1 = L2
G R(Gs1 − Gs2),

L2t1 = L2
G tGt1,

whereL2
G R is the rotation matrix from frame{G} to {L2} andt represents the orientation in

Euler parameters (also known as quaternions).

List of abbreviations

The table below contains an explanation of frequently used abbreviations. They are intro-
duced in every chapter, to keep the reading of a single chapter self-contained. Very common
abbreviations, project acronyms, software packages, and names of organizations and com-
panies are not explained. See Figure 1.2 for a list of advanced driver assistance systems not
mentioned here.

ACC Adaptive cruise control
ADAS Advanced driver assistance system
AIS Adaptive importance sampling
CACC Cooperative adaptive cruise control
DPGS Differential GPS
EKF Extended Kalman filter
FCW Forward collision warning
FDI Fault detection and isolation
FMCW Frequency-modulated continuous wave
FMECA Failure modes, effects and criticality analysis
FTA Fault tree analysis
FTC Fault-tolerant control
GPS Global positioning system
HIL Hardware-in-the-loop
HMI Human-machine interface
iid Independent identically distributed
ITS Intelligent transportation system
MIL Model-in-the-loop
PCS Pre-crash system
PDF Probability density function
PreScan Pre-crash Scenario analyzer
RMS Root mean square
SIL Software-in-the-loop
TTC Time-to-collision
VeHIL Vehicle hardware-in-the-loop
VUT Vehicle under test
VVC Vehicle-to-vehicle communication
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Summary
Design and Validation of Advanced Driver Assistance Systems

Olaf Gietelink

The ever increasing societal cost of road traffic in terms of accessibility, safety, and sus-
tainability, has stimulated the development of advanced driver assistance systems (ADASs).
An ADAS is a control system that uses environment sensing to improve driving comfort
and traffic safety, by assisting the driver in recognizing and reacting to potentially dan-
gerous traffic situations. Examples of ADASs are adaptive cruise control for automatic
car-following; forward collision warning systems that warn the driver of imminent rear-
end collisions; and pre-crash systems that improve the effectiveness of safety restraints and
subsequently minimize injury severity, by activating thembefore a collision occurs.

As discussed in Chapter 1, car manufacturers and suppliers of ADASs face several chal-
lenges in the development of these systems. First, with the increasing complexity of the
system and its environment, the ADAS must satisfy increasingly stringent requirements for
performance (e.g., stability, car-following behavior, and comfort) and dependability (e.g.,
safety, reliability, and fault tolerance). In the second place, during the design phase of an
ADAS, fault-tolerant control methods are necessary to maintain dependable performance
throughout the parameter set,i.e., the combined set of traffic scenarios, disturbances, and
failure modes. Furthermore, an important aspect of the validation phase is to accurately
reproduce the conditions under which the control system operates. Finally, the validation
phase must be made more efficient, by covering a representative subset of the parameter
set with a minimum sufficient number of simulations and experiments. The main objective
of this thesis is therefore to develop an efficient model-based methodological framework
and associated tools for the design and validation of ADASs,such that the performance and
dependability of these systems can be guaranteed.

Validation of the system’s dependability, is particularlydifficult, because of the increas-
ing complexity of the ADAS, the vehicle, and its traffic environment. To characterize this
environment, Chapter 2 presents a microscopic traffic model, based on test data from a
field-operational test. In addition, the ADAS is affected bydisturbances, such as driver in-
fluence and measurement noise. Another safety-critical factor is the occurrence of faults in
environment sensors, satellite navigation, and vehicle-to-vehicle communication systems.

To manage these faults, Chapter 3 presents an approach for fault-tolerant state estimation
of both the host vehicle state and the inter-vehicle motion.A generalized observer scheme
is designed for detection and isolation of faults in vehiclestate sensors. Another fault man-
agement system handles the fusion of redundant target information that is obtained from an
environment sensor and received through vehicle-to-vehicle communication. Fortunately,
faults are rare events, but this also makes it hard to validate the fault management system. It
is very time-consuming to identify all potential failure modes and it is difficult to reproduce
the test conditions and failure modes under which the control system operates.

Chapter 4 therefore presents dedicated tools for design andvalidation of ADASs. To
support the initial design of the ADAS, the simulation environment PreScan is extended
with the microscopic traffic model to enable representativesimulation of traffic scenarios.
In addition, a unique tool for design and validation of ADASsis presented and evaluated:
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vehicle hardware-in-the-loop (VeHIL) simulation. The VeHIL laboratory allows an ADAS-
equipped vehicle to be tested in an artificial environment, where surrounding traffic is em-
ulated by robot vehicles. In that way, VeHIL can resolve mostof the difficulties associated
with human-in-the-loop test drives, while still having a relatively high level of reliability
due to the connection with real hardware. VeHIL is not meant to replace simulations or test
drives, but to form an efficient link between them. Consequently, the number of iteration
loops in the development process can be reduced, saving timeand costs. However, gener-
ation of a representative set of test vectors is crucial to anefficient and effective validation
program using PreScan, VeHIL, and test drives.

Chapter 5 therefore combines the use of these three tools (PreScan, VeHIL, and test
drives) in a methodological framework for design and validation of ADASs, based on ran-
domized algorithms. This probabilistic approach cannot prove that the system has ade-
quate performance and dependability. However, when we accept a (small) risk of failure,
a randomized algorithm is able to obtain an efficient estimate of the performance and de-
pendability of the system. An important characteristic of these algorithms is the number
of simulations and experiments that is required to determine whether the ADAS meets its
requirements. The conventional Chernoff bound on this sample complexity has been re-
duced to a significantly lower bound that provides a sufficient number of samples through
a sequential approach to the validation problem. In addition, a priori information on the
system behavior can be included in the test schedule, such that the most relevant subsets in
the parameter set are investigated. Furthermore, an adaptive importance sampling algorithm
is developed that enables to use a more efficient representation of this subset.

A major advantage of this methodology is that the number of required PreScan simu-
lations and VeHIL experiments can already be predicted after a limited trend study. This
enables thea priori allocation of the appropriate time and resources that are required for
the validation of an ADAS. This makes the methodology considerably more efficient than
conventional simulation techniques and the current practice of trial-and-error test drives. It
results in a test schedule definition with a minimum number ofsimulations and test runs,
such that the performance and dependability of an ADAS can beguaranteed, given a de-
sired level of accuracy and confidence. Within this framework, the purpose of PreScan is
to provide a preliminary validation of the ADAS using the adaptive importance sampling
algorithm. The role of VeHIL is to validate the simulation model, as well as refine the sim-
ulation results. Finally, test drives are used to confirm thePreScan and VeHIL results. The
added value of the methodology is demonstrated with three case studies.

Chapter 6 provides the validation of a driver information and warning system for safe
speed and safe distance. VeHIL experiments show that the warning and intervention algo-
rithms should be fine-tuned to further improve the dependability of the system. Chapter 7
has presented a control algorithm for cooperative adaptivecruise control that can achieve a
string-stable following behavior by using environment sensing and vehicle-to-vehicle com-
munication. It is further shown that feedback of the acceleration of preceding vehicles
enhances the comfort, stability, and safety of the longitudinal control function. In Chap-
ter 8 a pre-crash system is tested in non-destructive and representative pre-crash scenarios.
For this purpose the VeHIL concept has been modified, such that a vehicle equipped with a
pre-crash system can be approached by a target vehicle very closely. This allows to test the
performance and dependability of reversible passive and active safety restraints. MADYMO
simulations and VeHIL experiments have demonstrated the safety benefit of a pre-crash sys-
tem, consisting of both a belt pretensioner and a brake assist system.
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Samenvatting
Ontwerp en Validatie van Rijtaakondersteunende Systemen

Olaf Gietelink

De alsmaar toenemende verkeersproblematiek omtrent bereikbaarheid, veiligheid en duur-
zaamheid heeft de ontwikkeling gestimuleerd van rijtaakondersteunende systemen (een ‘ad-
vanced driver assistance system’ oftewel ADAS). Een dergelijk regelsysteem heeft als doel
het rijcomfort en de verkeersveiligheid te verbeteren doormiddel van het herkennen van
en reageren op potentieel gevaarlijke verkeerssituaties met behulp van omgevingssensoren.
Voorbeelden zijn adaptieve snelheidsregeling voor automatisch afstand houden; systemen
die de bestuurder waarschuwen bij een dreigende botsing, ofpassieve veiligheidssystemen
die reeds geactiveerd worden vlak voordat een botsing plaats vindt.

Zoals besproken wordt in Hoofdstuk 1, staan autofabrikanten en leveranciers van ADAS
voor een aantal uitdagingen in de ontwikkeling van deze systemen. Ten eerste moet een
ADAS, vanwege de toenemende complexiteit van het systeem enzijn omgeving, voldoen
aan strenge eisen op het gebied van stabiliteit, volggedrag, betrouwbaarheid, veiligheid en
fout-tolerantie. Ten tweede, tijdens het ontwerp van een ADAS zijn fout-tolerante regel-
technieken nodig om betrouwbare prestaties te garanderen voor alle mogelijke combinaties
van verkeersscenario’s, verstoringen en faalmogelijkheden van het systeem (de parameter
set). Bovendien is het belangrijk om tijdens de validatie zonatuurgetrouw mogelijk de om-
standigheden te reproduceren waaronder het ADAS moet functioneren. Ten slotte moet het
validatieproces efficiënter gemaakt worden door een representatieve subset van de parame-
ter set af te dekken met een minimaal vereiste hoeveelheid simulaties en experimenten.

Validatie van de systeembetrouwbaarheid is vooral moeilijk vanwege de toegenomen
complexiteit van het ADAS, het voertuig en de verkeersomgeving. Om deze omgeving
te karakteriseren, beschrijft Hoofdstuk 2 een microscopisch verkeersmodel, gebaseerd op
testdata van een praktijkproef. Verder is een ADAS onderhevig aan verstoringen, zoals
bestuurdersinvloeden en meetruis. Een andere veiligheidskritische factor is het optreden
van fouten in omgevingssensoren, satellietnavigatie, en voertuig-voertuig-communicatie.

Om deze fouten te beheersen, behandelt Hoofdstuk 3 een methode voor fout-tolerante
toestandsschatting voor zowel de beweging van het ego-voertuig, als tussen voertuigen on-
derling. Een gegeneraliseerd stelsel van toestandsschatters wordt ontworpen dat fouten in
voertuigsensoren kan detecteren en lokaliseren. Een tweede fout-tolerant systeem is ver-
antwoordelijk voor de fusie van informatie die binnenkomt via de omgevingssensor en
voertuig-voertuig-communicatie. Gelukkig komen fouten zelden voor, maar dit maakt het
ook moeilijker om deze fout-tolerante systemen te valideren. Het kost namelijk veel tijd om
alle mogelijkheden voor systeemfalen op te sporen en het is moeilijk om de exacte omstan-
digheden van de fouten te reproduceren waarmee de ADAS-regelaar te maken krijgt.

Hoofdstuk 4 introduceert daarom specifieke werktuigen voorhet ontwerp en validatie
van ADAS. Ten behoeve van waarheidsgetrouwe verkeerssimulatie van een ADAS wordt
de simulatieomgeving PreScan uitgebreid met het microscopisch verkeersmodel. Boven-
dien wordt een uniek werktuig voor het ontwerp een validatievan ADAS geïntroduceerd en
geëvalueerd: ‘vehicle hardware-in-the-loop’ (VeHIL) simulatie. Het VeHIL laboratorium
voorziet in het testen van een met ADAS uitgerust voertuig ineen kunstmatige omgeving,
waarbij andere verkeersdeelnemers worden nagebootst doorrobotvoertuigen. Op die manier
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slaagt VeHIL er in om de gebruikelijke problemen van testritten met menselijke bestuurders
op te lossen, terwijl de betrouwbaarheid toch gegarandeerdwordt door het gebruik van een
echt voertuig. VeHIL is daarom niet bedoeld ter vervanging van simulaties of testritten,
maar juist om deze werktuigen efficiënt op elkaar aan te latensluiten. Daardoor kunnen
de doorlooptijd en de ontwikkelingskosten in het ontwikkelingsproces worden verminderd.
Echter, het definiëren van een representatieve set van testvectoren is cruciaal voor een effi-
ciënt en effectief testprogramma dat gebruik maakt van PreScan, VeHIL en testritten.

Hoofdstuk 5 combineert daarom deze drie werktuigen (PreScan, VeHIL en testritten)
in een methodologisch raamwerk voor het ontwerp en validatie van ADAS, gebaseerd op
toevals-algoritmen. Deze probabilistische aanpak kan niet bewijzen dat een systeem voldoet
aan de eisen voor prestaties en betrouwbaarheid. Wanneer weechter een (kleine) faalkans
accepteren, is een toevals-algoritme wel in staat om een efficiënte schatting van de presta-
ties en betrouwbaarheid van het systeem te bepalen. Een belangrijke eigenschap van deze
algoritmes is het aantal simulaties en testen dat nodig is omte bepalen of het ADAS voldoet
aan de gestelde eisen. Door middel van een sequentiële aanpak van het probleem wordt
de conventionele Chernoff limiet van deze steekproefgrootte gereduceerd tot een signifi-
cant lagere waarde. Daarnaast kan informatie over het systeemgedrag van te voren in het
testprogramma worden opgenomen, zodat de meest relevante subsets uit de parameter set
onderzocht worden. Bovendien wordt een algoritme voor een adaptief gewogen steekproef
ontwikkeld dat een efficiëntere weergave van deze subset gebruikt.

Een belangrijk voordeel van deze methodologie is dat het aantal vereiste PreScan si-
mulaties en VeHIL testen reeds voorspeld kan worden na een beperkte trendstudie. Dit
maakt het mogelijk om van te voren de benodigde testtijd en middelen te bepalen die ver-
eist zijn voor de validatie van een ADAS. Dit maakt de methodologie aanzienlijk efficiënter
dan conventionele simulatietechnieken en proefondervindelijk testen. Dit resulteert in een
testprogramma met een minimaal aantal simulaties en testenwaarmee de prestatie en be-
trouwbaarheid kan worden aangetoond, gegeven een gewenstenauwkeurigheid en vertrou-
wen. Binnen dit raamwerk is het doel van PreScan om een voorlopige validatie te geven
met behulp van de adaptief gewogen steekproef. De rol van VeHIL is om het simulatie-
model te valideren, evenals de simulatieresultaten te verfijnen. Ten slotte worden testritten
gebruikt om de PreScan en VeHIL resultaten te bevestigen. Detoegevoegde waarde van de
methodiek wordt aanschouwelijk gemaakt met behulp van driepraktijkgevallen.

Hoofdstuk 6 behandelt de validatie van een waarschuwings- en informatiesysteem dat
een bestuurder een veilige afstand en veilige snelheid adviseert. VeHIL experimenten tonen
aan dat de waarschuwingsalgoritmes van dit systeem moeten worden verfijnd om de be-
trouwbaarheid verder te verbeteren. In Hoofdstuk 7 wordt een regelalgoritme voor coöpe-
ratieve adaptieve snelheidsregeling ontwikkeld dat een stabiel volggedrag tot stand brengt
met behulp van omgevingsdetectie en voertuig-voertuig communicatie. Er wordt verder
aangetoond dat terugkoppeling van het acceleratiesignaalvan voorliggers het comfort, de
stabiliteit en de veiligheid van de longitudinale voertuigregeling verbetert. In Hoofdstuk
8 wordt een actief veiligheidssysteem getest dat reeds vóóreen botsing reageert. Voor dit
doel is het VeHIL concept aangepast, zodat een voertuig dat is uitgerust met een dergelijk
systeem zeer dicht genaderd kan worden met een robotvoertuig in niet-destructieve maar
wel representatieve ongevalscenario’s. Hierdoor kan de werking en betrouwbaarheid van
omkeerbare passieve en actieve veiligheidssystemen worden getest. MADYMO simulaties
en VeHIL experimenten hebben laten zien dat een systeem dat gebruik maakt van een gor-
delspanner en een actieve remhulp de veiligheid van inzittenden kan verhogen.
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